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Abstract.
for multi-agent negotiation. We begin by motivating the o§such
languages, and introducing a formal model of logic-basegbtia-
tion. Using this model, we define two important computatiqmab-
lems: the success problem (given a particular negotiaii&tony, has
agreement been reached?) and the guaranteed successaids
a particular negotiation protocol guarantee that agreeméhbe
reached?) We then consider a series of progressively manples
negotiation languages, and consider the complexity ofgutfiese
languages. We conclude with a discussion on related workisnd
sues for the future.

1 Introduction

Negotiation has long been recognised as a central topic liti-agent
systems [7, 5]. Much of this interest has arisen through tssipility
of automated trading settings, in which software agentgaarfor
goods and services on behalf of some end-user [6].

One obstacle currently preventing the vision of agents fec-e
tronic commerce from being realised is the lack of standalagent
communication languages and protocols to support negwtiafo
this end, several initiatives have begun, with the goal ektiping
such languages and protocols. Most activity in this arealigeatly
focused on theIPA initiative [2]. The FIPA community is develop-
ing a range of agent-related standards, of which the caatreps
an agent communication language known asL”. This language
includes a number of performatives explicitly intended tpsort
negotiation [2, pp17-18].

Our aim in this paper is to consider the use of languageslikes
AcL for negotiation. In particular, we focus on the uséagfical lan-
guages for negotiation. The use of logic for negotiatioroisam arbi-
trary choice. For example, logic has proved to be powerfoll wth
which to study the expressive power and computational cexityl
of database query languages [3]. We believe it will havelainhien-
efits for the analysis of negotiation languages.

In the following section, we introduce a general formal feamrk
for logic-based negotiation. In particular, we define theaapt of a
negotiation history, and consider various possible défimstof what
it means for negotiation to succeed on such a history: we tefe
this as thesuccesgroblem. In section 4, we defingrotocols for
negotiation, and consider the problem of when a particulatogol
guarantees that agreement between negotiation partisipath be
reached: we refer to this as thaaranteed succegsoblem. In sec-
tion 5, we consider three progressively more complex laggsidor
negotiation. We begin with propositional logic, and showtttor
this language, the guaranteed success problem is in thedséeoof
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This paper considers the use of logic-based languagethe polynomial hierarchy (it iEl5-complete, and hence unlikely to be

tractable even if we were given an oracle fmr-complete problems).
We then present two further negotiation languages, whietaore
suited to electronic commerce applications; the secondesfg is in
fact closely based on the negotiation primitives providetheriPA
agent communication standard [2]. We show that the sucaess p
lem for these languages is provably intractable (they haugle
exponential time lower bounds). We conclude by briefly désing
related work and issues for future work.

2 Preiminaries

We begin by assuming a non-empty setf= {1,...,n} of agents
These agents are the negotiation participants, and it isreess they
are negotiating over a finite sét = {w,w’,...} of outcomesFor
now, we will not be concerned with the question of exactly ivha
outcomes are, or whether they have any internal structuraust- j
think of outcomes as possible states of affairs.

Each agent € Agis assumed to have preferences with respect
to outcomes, given by a partial pre-order C Q x Q. Following
convention, we writev > w' to mean(w,w’) € >=i.

Negotiation proceeds in a series of rounds, where at eacidrou
every agent puts forward a proposal. A proposalssteof outcomes
that is, a subset dR. The intuition is that in putting forward such a
proposal, an agent is asserting that any of these outconaesépt-
able.

In practice, the number of possible outcomes will be praivisly
large. To see this, consider that in a domain where agentseai@
tiating overn attributes, each of which may take onerofvalues,
there will bem” possible outcomes. This means it will be impracti-
cal for agents to negotiate by explicitly enumerating outes in the
proposals they make. Instead, we assume that agents mag@spro
als by putting forward a formula of lpgical negotiation language
— a language for describing deals. In much of this paper, we wi
be examining the implications of choosing different negfiin lan-
guages, and in order to compare them, we must make certagénajen
assumptions. The first is that a negotiation languégde associated
with a setwff(£) of well-formed formulae— syntactically accept-
able constructions of . Next, we assume that really is a logical
language, containing the usual connectives of classicat:IgA”
(and), “v” (or), “=" (not), “=" (implies), ands" (iff) [1, p32].
In addition, £ is assumed to have a Tarskian satisfaction relation
“k=£", which holds between outcomé® and members oivff (L).
We writew =, ¢ to indicate that outcome € Q satisfies for-
mulay € wif(£). The classical connectives df are assumed to
have standard semantics, so that, for examples . ¢ A v iff both
w e pandw £ Y. If ¢ € wif(L), then we denote bjy] . the
set of outcomes that satisfy, that is,[¢] s = {w | w £ ¢}

As we noted above, negotiation proceeds in a series of rounds



where at each round, every agent puts forward a formulé ofp-
resenting the proposal it is making. A single round is thusrat-
terised by a tupléy, . . ., ¢n), where for each € Ag, the formula
i € Wif(L) is agenti’s proposal. LeR be the set of all possible
rounds. We use,r’, . .. to stand for members &, and denote agent
i's proposal in round by r (i).

A negotiation history is a finite sequence of rounds
(ro,ri,...,rc). LetH R* be the set of all possible negotia-
tion histories. We ush, I, .. . to stand for members &f. If u € N,
then we denote the'th round in historyh by h(u). Thush(0) is the
first round inh, h(1) is the second, and so on.

3 Types of Agreement

Given a particular negotiation history, an important qgiogsto ask is
whether or not agreement has been reached with respectthighi
tory. For many negotiation scenarios, this problem is famftrivial:
it may well not be obvious to the negotiation participantsttthey
have in fact made mutually acceptable proposals.

In fact, we can identify several different types of agreetuem-
dition, which may be used in different negotiation scersribis as-
sumed that the negotiation participants will settle on theament
condition to be used before the actual negotiation procesgep
begins. The selection of an agreement condition is thuseta-
negotiationissue, which falls outside the scope of our work.

To understand what agreement means in our framework, itjs he
ful to view a negotiation history as a matrix df-formulae, as fol-
lows.
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In this matrix, ;' is the proposal made by agerin roundu € IN.
The simplest type of agreement is where “all deals are sty —
once an agent has made a proposal, then this proposal revadiths
throughout negotiation. (One important implication of Iswagree-
ment is that since all previous offers are still valid, it rmako sense
for agents to make more restrictive proposals later in riatjon: we
emphasise that our formal approach does not depend on shisps

of proposals made on the final round of negotiation is salifid he
success condition is thus:
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A third possible definition of agreement is that agents mosverge
on “equivalent” proposals. Such agreement is capturedésfotiow-
ing condition.
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4 Protocols

Multi-agent interactions do not generally take place in &-va
uum: they are governed kyrotocolsthat define the “rules of en-
counter” [7]. Put simply, a protocol specifies the proposiadt each
agent is allowed to make, as a function of prior negotiatitstony.
Formally, a protocotlr is a functionw : H — p(R) from histories
to sets of possible rounds. One important requirement abpaods is
that the number of rounds they allow on any given history &hbe
at most polynomial in the size of the negotiation scenarie ihtu-
ition behind this requirement is that otherwise, a proteceild allow
an exponential number of rounds — since an exponential nuofbe
rounds could not be enumerated in practice, such protoanlilc
never be implemented in any realistic domain.

We will say a history icompatiblewith a protocol if the rounds
at each step in the history are permitted by the protocolmBdy,
historyh is compatible withr if the following conditions hold:

1. h(0) € m(e) (wheree is the empty history); and
2. h(u) € m((h(0),....,h(u—1))) for1 < u < |h].

Now, what happens ifr(h) = (? In this case, protocet says that
there are no allowable rounds, and we say that negotiatioarided
The end of negotiation does not imply that the process hazeded,
but rather simply that the protocol will not permit it to conte fur-
ther.

Notice that negotiation histories can in principle be ulistiaally
long. To see this, suppose that the Qetf outcomes s finite. Then

tion — other types of agreement are possible, as we demtmstragyery agent hag'®! possible proposals, meaning that even if an agent

below.)

never makes the same proposal twice, negotiation histoeashe

In this case, determining whether agreement has been ach@yponentially long. We say protocslis efficientif it guarantees that

means finding at least one outcomec 2 such that every agemt
has made a proposgl’ wherew =, ¢}'. In other words, agree-
ment will have been reached if every agehis made a proposa/’
such thaffp{' ]z N --- N "]z # 0. This will be the case if the
formulag™ A --- A o is satisfiable. Given a histotly, expressed
as a matrix as above, agreement has been reached iff thevifudlo
formula is satisfiable:

A

i€EAg
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ue{0,..., k}
Given a historyh € H, we denote the formula (1) fan by pn.
We refer to the problem of determining whether agreemenbbas
reached in some histotyas thesuccess problenNote that the suc-
cess problem can trivially be reduced to the satisfiabiligbpem for
the negotiation language using only polynomial time.

An obvious variant of this definition is where prior negdtat
history is disregarded: the only proposals that mattertegertost re-
cent. Agreement will be reached in such a history iff the anofion
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negotiation will end with a history whose length is polynainin
the size of2 andAg. Efficiency seems a reasonable requirement for
protocols, as exponentially long negotiation historiesldmever be
practical.

When we create an agent interaction protocol, we attemgndd-
neerthe protocol so that it has certain desirable propertiep20-
22]. For example, we might aim to engineer the protocol so itha
ensures any agreement is socially efficient (Pareto opyirtelt the
protocol is computationally simple, and so on.

In this paper, we will be concerned with just one property raf-p
tocols: whether or not theyuarantee succesgve will say a protocol
m guarantees success if every negotiation history compatiith
ends with agreement being reached. Protocols that guarsnteess
are frequently desirable, for obvious reasons.

Before proceeding, we need to say something about how pmistoc
arerepresentedr encoded(This is a technical matter that is impor-
tant when we come to consider some decision problems lataein
paper.) We will assume that (efficient) protocols are regmtex] as a
two-tape Turing machine: the machine takes as input a reptatson



of prior negotiation history on its first tape, and writes atpot the
set of possible subsequent rounds on the second tape. \Wariidr
assume that the Turing machine requires time polynomidierstze
of |Ag x ] in order to carry out this computation.

5 Example Negotiation L anguages

Example 1: Classical Propositional Logic. For the first example,
we will assume that agents are negotiating over a domaimtagte
characterised in terms of a finite set of attributes, eachhi¢hvmay

be either true ) or false (L). An outcome is thus an assignment

of true or false to every attribute. The proposals possibtais kind
of language are exactly the kind of outcomes typically cdexsd in
decision theory. For example, in the classic “oil wildcet{goblem
agents might be involved in a negotiation about which of tilo o
fields to drill in, and proposals might be of the form:

o drillFielda A —drillFieldg
o —drillFielda A drillFieldg

The obvious language with which to express the propertiesich
domains is classical propositional logic, which we willlc8h. The

setwff(Lo) contains formulae constructed from a finite set of propo-

sition symbols® = {p, q,r, ...} combined into formulae using the
classical connectives—=" (not), “A” (and), “v” (or), and so on. It
is easy to see that the success problemgmhistories will beNp-
complete. More interesting is the fact that we can estalitisicom-
plexity of the guaranteed success problemder (In what follows,
we assume some familiarity with complexity theory [4].)

Theorem 1 The guaranteed success problem for efficiénproto-
cols is complete fofT}.

Proof: We need to prove that: (i) the problem isIii§, and (i) the
problem isTI} hard. To establish membership Bf, we define a
11} alternating Turing machink! that accepts efficient, protocols
which guarantee success, and rejects all others. The iopdtwill
be an efficientCo protocol 7. The machineM runs the following
algorithm:

1. universally select all historidscompatible withr;
2. existentially select an outcome
3. acceptitv =, ¢n, otherwise reject.

Step (1) uses universal alternation to generate each yistonpat-

VX13X2[(X1 V X2) A (Xl \% _‘XQ)] (4)

Formula (4) in fact evaluates to false. ¥if is false, there is no value
we can give to, that will make the body of the formula true.)

To reduce an instance (1) afBF.y to the Lo guaranteed
success problem, we create an agent for egclariable andv-
variable in the@sF formula, and an additional agent for the body
©(Xt,y ..., X, Y1, - - ., ¥1). We then construct a protocelso that:

e the agent corresponding to the body initially proposes
(X1, ., X, Y1, -, Y1), and proposes “false” thereafter;

e each3-variable agent corresponding Yoinitially proposesy; <
T,theny; & 1, and “L” thereatfter;

o thenth V-variable agent proposed ® until round n, then on round
n is allowed to make two proposalg, < T andy, < L, and
proposes 1" thereafter.

The set of negotiation histories allowed by this protocol dgam-
ple (4) can be described as follows.

agent for body: (X1 V x2) A (X1 V —X2) L
agent for3-variablex,: Xo = T X2 < L
agent forv-variablex;:  {x1 & T,x1 & 1} €

The set notation in the third row denotes the proposals gestis al-
lowed to make at that step. The input formula will be true jostase
every negotiation history compatible with this protocaigcessful.
Further, any negotiation history generated in this way tdlpoly-
nomial in the number of clauses and the number of booleaabhlas

in the originalQBF»,v formula, and the reduction can clearly be done
in polynomial time. Hence any instance QBF, v can be reduced
in polynomial time to the problem of determining whether ot an
efficientLo protocol guarantees success, and we are done. o

Note thafll}-complete problems are generally reckoned to be worse
than, say, covP-complete orNP-complete problems, although the
precise status of such problems in the relation to thesseadds not
currently known for sure [4]. Theorem 1 should thereforedgarded

as an extremely negative result.

An obvious question to ask is whether the complexity of thaergu
anteed success problem can be reduced in some way. Theweoare t
main factors that lead to the overall complexity of the peohi the
complexity of the underlying negotiation language, and‘tranch-
ing factor” of the protocol. It is possible to prove that if whose a

ible with 7; step (2) uses existential alternation to establish whetheNegotiation language whose satisfiability problem was ithen the

or not that history is successful; step (3) forces the macturaccept
if every history compatible with the protocol is successéuid reject
otherwise. At step (1), the histories selected will be attrposyno-

mial in the size of2 andAc. Observe that the machine has just two

alternations, a universal followed by an existential, arddeM is
indeed dT} alternating Turing machine.

To show that the problem E5 hard, we reduce thesr, v prob-
lem — this is the quintessentifl, complete problem [4, p96]. An

complexity of the corresponding guaranteed success prolieuld
be reduced one level in the polynomial hierarchy — in factotd
be conp-complete (i.e.JT?-complete).

With respect to the branching factor of the protocol, suppoee
have adeterministicCo protocolm — one in which|x(h)| < 1 for
all h € H. Since such protocols generate only one history, then it is
not hard to see that the corresponding guaranteed succgderpr
will be NP-complete. Of course, determinism is a far too restrictive

instance ofBF..v is given by a quantified boolean formula with the Property to require of realistic protocols.

following structure:

VXI,---,XkHYI,---,yI @(Xlz"'zxkzylz"'aw)

Example 2: A Language for Electronic Commerce. Proposi-
tional logic is a simple and convenient language to analgsejs
unlikely to be useful for many realistic negotiation donwim this

Such a formula is true if for all assignments that we can give t example, we focus on somewhat more realisticommercecenar-

boolean variablegy, . ..
to boolean variableg, . ..,y such thatp(x,.. .
true. Here is an example of such a formula.

7Xk7y17"'7y|) is

» X, there is some assignment we can give jos, in which agents negotiate to reach agreement with cégpe

some financial transaction [6]. We present a negotiatioguageL
for use in such scenarios.



We begin by defining the outcomes that agents are negotiatingialogues, and, as a result, richer negotiation languages. such

over. The idea is that agents are trying to reach agreemettieon
values of a finite se¥ = {vi,...,vm} of negotiation issue$s,
pp181-182], where each issue has a natural number valueutAn o
comew €  for such a scenario is thus a functian: V. — IN,
which assigns a natural number to each issue.

In order to represent the proposals that agents make in ssadra
nario, we use a subset of first-order logic. We begin by gigome
examples of formulae in this subset.

e (price = 20) A (warranty = 12)
“the price is $20 and the warranty is 12 months”
e (15 < price < 20) A (warranty = 12)

“the price is between $15 and $20 and the warranty is 12 mbnths

¢ (price + warrantyCost< 2000)
“price plus warranty is less than $2000"

Formally, £, is the subset of first-order logic containing: a finite set
V of variables, (with at least one variable for each negatisissue);
a setC of constants, one for each natural number; the binary aaditi
function “+”; the equality relation £”; and the less-than relation
<

There is both good news and bad news ahbutthe good news
is that it is decidable; the bad news is that ipisvablyintractable.
In fact, we can prove thaf, has a double exponential time lower
bound. In what followsTA[t(n),a(n)] is used to denote the class
of problems that may be solved by an alternating Turing nrachi
using at most(n) time anda(n) alternations on inputs of lengtif4,
p104].

Theorem 2 The success problem forl; is complete for

K
Ukso TA22 ).

Proof: Follows from the fact that’; formulae may be reduced in
linear time to formulae of Presburger arithmetic ance versa[l,
p250]. Presburger arithmetic is a subset of first-orderclogntaining
equality, the successor functi@ IN — IN and constan®, the less
than relation <", and the addition function+". Formulae of Pres-
burger arithmetic are interpreted over a struct(id, 0, S, <, +),
where the components of this structure have the obvious imgan
Since the problem of deciding whether a formula of Preshagth-

nk
metic is true is complete fc{rjbo TA2®" ,n), (see e.g., [4, p105]),
and this complexity class is closed under polynomial tinaiotions,

the result follows easily. o

The details of the clasBAt(n), a(n)] are perhaps not very important
for the purposes of this example. The crucial point is thgtalgo-
rithm we care to write that will solve the gener&) success problem
will have at leastdouble exponential time complexity. It follows that
such an algorithm is highly unlikely to be of any practicalsa With
respect to the guaranteed success problent fowe note that since
the success problem gives a lower bound to the correspogdiag
anteed success problem, the guaranteed success problem will be

nk
atleas{J,. , TA2* , n| hard.

Example 3: A negotiation meta-language. The language used in
the previous example is suitable for stating deals, andus #uffi-
cient for use in scenarios in which agents negotiate by jaslirig
such deals. However, as discussed in [8], the negotiatiocess is

language, based on the negotiation primitives providechbytrA
ACL [2], and related to [8], includes the illocutions shown in Ta
ble . In this table,y is a formula of a language such £s or L.

In this sense, the language which includes the illocutisresneta-
languagefor negotiation — a language for talking about proposals.
For the rest of this example, we will consider a langu&gevhich
consists of exactly those illocutions in Table 1, wheris a formula

in L.

lllocution Meaning
requesfi,j,¢) arequest fronitoj for a proposal based an
offer(i,j, ¢) a proposal ofp fromitoj
accepfi,j,p) iaccepts proposg made by agerit
reject(i, |, p) i rejects proposal op made by agerijt
withdraw(i,j) i withdraws from negotiation with

Table 1. lllocutions for the negotiation languags,.

These illocutions work as follows. There are two ways in vhic
a negotiation can begin, either when one agent makesffanto
another, or when one makeseguesto another. A request is a semi-
instantiated offer. For example, the following illocution

requesti, j, (price =?) A (warranty = 12))

is interpreted as “If | want a 12 month warranty, what is thieg®?".

Proposals are then traded in the usual way, with the difter¢mat
an agent can reply to a proposal withegect, explicitly saying that a
given proposal is unacceptable, rather than with a new saipble-
gotiation ceases when one aganteps an offer omwithdraws from
negotiation. Note that this protocol assumes two agentsragaged
in the negotiation. (Many-many negotiations are handle{Bjrby
many simultaneous two-way negotiations.)

To further illustrate the use of., consider the following short
negotiation history between two agents negotiating oveptirchase
of a used car:

requesta, b, (price < 4000) A (model=?) A (age=7?))
offer(b, a, (price = 3500) A (model= Escor) A (age= 8))
reject(a, b, (price = 3500) A (model= Escor) A (age= 8))
offer(b, a, (price = 3900) A (model= Golf) A (age= 6))
offer(a, b, (price = 3200) A (model= Golf) A (age= 6))
offer(b, a, (price = 3400) A (model= Golf) A (age= 6))
accepta, b, (price = 3400) A (model= Golf) A (age= 6))

Nog,rwhRE
—_——

Broadly speaking, the illocutions i, are syntactic sugar for the
kinds of proposal that we have discussed above: we can map the
into £1 and hence into the framework introduced in section 2. To
do this we first need to extend the condition for agreementhén
case where we have two agerasandb negotiating, the agreement
condition we use is a combination of (2) and (3):

|h—1 lh—1] Ih=1]

(Ao A e b ) ®)
Thus the agents must not only make mutually satisfiable malpo
on the final round, they must make equivalent proposals.rGivs,
we can prove the following result.

lh—1

a lﬁ@

2 Note that the language proposed in [8] also includes ilioast which in-

more complex for many scenarios, and agents must engage-in pe clude the reason for an offer. We omit discussion of thislitadiere. We

suasion to get the best deal. Persuasion requires morestopted

also omit the timestamp from the illocutions.



Theorem 3 The augmented success problemAeris complete for

K
Uiso TA2” 1.

Theorem 4 Protocol ., guarantees success.
Proof: Consider an ongoing negotiation. If we can show that the ne-

Proof: The result follows from Theorem 2 and the fact that we candotiation terminates, then success is guaranteed. Noweifierates

define a linear time transformation betwe€p and £; histories,
which preserves the conditions of success. We will in fafindea
mapping which translates fror, illocutions to£; formulae — the
mapping can be easily be extended to histories. Theedlocutions
can be re-written directly:

¢ offer(i, ], p) becomes a proposat

e accepti,j, ¢) becomes a proposal which matches the last pro-
posal;

e reject(i,j, p) becomes a proposaiks.

These illocutions then fit precisely into the framework dedimbove,
and success occurs in precisely the same situation — whénga)-
isfiable — once the last proposal, the one which makes (Sfizdile,
is echoed by the second agent. The remaining two illocuttansbe
captured by:

e requesti, j, ¢) becomes a proposalin which some attributes are
of the form(valuenin < attribute < valu@nax);
e withdraw(i, j) becomes 1",

A proposal “L” immediately makes (5) unsatisfiable, and the ne-

gotiation terminates, exactly as one would expect wfithdraw. A
proposal in which some attributes are of the form(valuenn <
attribute < valuenay) and otherg\; have more restricted values leads
immediately to the satisfiability of (5) if the response isragosal
which agrees on th&; and has any value for th& (since these will
agree with the intervalfraluenin, valuanay). Since the transforma-
tion will clearly be linear in the size of the history, the uéollows.

o

There is also the question of whether success can be guadasmten

the illocutionwithdraw(i, j) oraccepti, j, ¢), negotiation terminates.
If i generateseject(i, |, ), then eithej withdraws and the negotia-
tion terminates after the next step,jaesponds with an offer. Sim-
ilarly, if i generateffer(i,j, ), either the negotiation terminates
after the next step, drissues an offer or a reject. A reject will, of
course, generate a withdrawal or an offer. Thus the only Wwaithe
negotiation can continue is through the exchange of oféébgit of-
fers interspersed witlejects. Since both agents always concede, any
offer an agent makes will be less acceptable to it than thequre
offer it made, and so, after making a number of offers, theevalf
the deal being offered will fall beneath the threshold. As thoint
the agent will withdraw, and the negotiation will terminate o

One simple scenario which is captured by, is that in which one
agent,i say, rejects every offer made by the othemnntil suitable
concessions have been gained. Of course, provided thatdhpaint
is acceptable fof, there is nothing wrong with this — and if the
concessiolis looking for are too severe, the¢will withdraw before
making an acceptable offer.

6 Discussion

This paper has identified two important computational prots in
the use of logic-based languages for negotiation — the prolaf
determining if agreement has been reached in a negotiatimhthe
problem of determining if a particular negotiation protbed! lead
to an agreement. Both these problems are computationaitly hra
particular the paper showed the extent of the problems foiedan-
guages that could realistically be used for negotiatioraléatronic
commerce. This effort is thus complementary to work on dedjni
such languages. Obvious future lines of work are to consfdeim-
pact of these results on the design of negotiation languagggro-
tocols, and to extend the work to cover more complex langaidge

negotiating inL», and this, of course, depends upon the protocolparticular, we are interested in extending the analysisisicler the

used. Table 2 gives the protocol used in [8]. We will call this, .

Agenti says Ageni replies

requesti, j, ¢i') offer(j, i, ¢}')

offer(i, ], ¢i') offer(j, i, ¢}'), oracceptj, i, ), or
reject(j, i, ¢i'), orwithdraw(j, i)

reject(i, ], ¢) offer(j, i, ¢;") or withdraw(j, i)

accepfi, j, cpj“’l) end of negotiation

withdraw(i, j) end of negotiation

Table2. The protocolr ., for £» at theuth step of the negotiation.

Clearly this protocol can lead to negotiations which neeemi-
nate (since it is possible for agents to trade the same painaf-
ceptable offers for ever). However, it is not unreasonabl@sist
that conditions are placed upon the protocol in order to enthat
this does not happen and that negotiations eventually textei One
such condition is that agents make concessions at each shafe
is, that each offer made by an agent is less preferable taateatt
than any of its predecessors. Under this condition, anchaisgLthat
agents withdraw once drops below some threshold, we have:

use of argumentation in negotiation [8].
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