CIS 30.10  Paradoxes of the Limits of Knowledge – Some Course Notes 
Areas of Computer Science

(1) Graphics / Multimedia

(2) Algorithms

(3) Data Structures

(4) Operating Systems

(5) Networking

(6) Compilers

(7) Artificial Intelligence 

(8) Theoretical Computer Science

(9) Databases

(10) Security

(11) High Performance Computing

(12) Hardware / Architecture

Definition: Algorithm – a series of well-defined, possibly repeating steps to solve a problem. 

Sorting  is a well-known area of computer science closely related to algorithms and data structures.  The issues that arise have to do with implementing algorithms whose Big O  (order of complexity) is lowest in terms of the number of comparisons needed to get a set of items in order.   Issues such as whether a sorting algorithm is of the order N2 vs. N log N are typically critical to the choice of sorting algorithm. 

Smarter algorithms tend to break up a set of items to be sorted into smaller groups 
which can be more efficiently managed. 

Imagine the amount of sorting that an online program such as STUBHUB.com 
must use to present the available ticket options. That is, the sorting of seating availability and preferences.

Representational Choices for Problem Solving

There are many representational choices for problem solving including, for example, Visual, Mathematical, Inductive, Algorithmic, and Recursive. 
RECURSIVE PROBLEM SOLVING – essentially means try to solve a problem by applying the same function / method / procedure / algorithm over and over again, but applying the method to different arguments (data) each time.  Recursion, in order to be 
successful, requires an exit (or boundary / terminal) condition in order to be successful. 

For a complete explanation of these choices see my Chapter 6: Knowledge Representation, Section 6.4, pgs 6-25 – 6-31 from the spiral bound readings. 
The Towers of Hanoi Problem / cont.
Constraint:  Never can put a smaller disk under a bigger one. 

No. of Disks         Number of Moves Needed

2 3               = 22 - 1

3 7

 = 23 - 1

4 15             = 24  -1

5 31             = 25  -1

6 63             = 26  -1
7 127           = 27 -1
The Donkey Puzzle – a sliding block puzzle with 4 rows and 5 columns was described in class as an subgoals for problem solving.  This puzzle was described 

In Winning Ways for Mathematical Plays (by Berlekamp and Conway, 2nd ed). 

The following is taken from Chapter 3 of my AI Text: 

===============================================================
3.7 Heuristic Search 3 -  Advanced Search Algorithms
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Figure 3.25  Constraint Satisfaction, Problem Reduction, and The Donkey 


         Sliding Block Puzzle

3.7.1 Constraint Satisfaction Search

The technique of problem reduction is another important approach in AI.  That is, solve a complex or larger problem by identifying smaller manageable problems (or subgoals), which you know can be solved in fewer steps.  

For example, Figure 3.25 shows the “Donkey” sliding block puzzle.  It has been known for over 100 years and  is presented in the wonderful book “Winning Ways for Mathematical Games”, (Volume 2)  by Berlecamp, et. al, 1992) .  Subject to the constraints on the movement of "pieces" in the sliding block puzzle, the task is to slide the Blob around the Vertical Bar with the goal of moving it to the other side.  The Blob occupies four spaces and needs two adjacent vertical or horizontal spaces in order to be able to move, while the Vertical Bar needs two adjacent empty vertical spaces to move left or right, or one empty space above or below it to move up or down.  The Horizontal Bars' movements are complementary to the Vertical Bar.  Likewise, the circles can move to any empty space around them in a horizontal or vertical line. For this problem to be solved, a relatively uninformed state space search can result in over 800 moves, with plenty of backtracking necessary  (Kopec, Cox, Marsland, 2003).  By employing problem reduction, resulting in the recognition of the subgoal that needs to be solved before the overall puzzle can be solved --- You must get the Blob on the two rows above or below the vertical bar (so that they can pass each other) , it is possible to solve this puzzle in just 82 moves!   

That’s quite a reduction, and it is based on understanding the constraints of the problem solution.  The message here is that it is usually better to spend extra time trying to understand a problem and its constraints before you begin the problem-solving process.  

===============================================
INDUCTION – is trying to prove something by going from specific to general. 
Poundstone – Chapter 2 – tries to explain why Induction is not a sound rule of proof:

Example 1:  I find a Black raven. I find 100 black ravens. Every raven I find is black. 

Therefore the next raven I find will be Black.  Not necessarily true. 

My Example 2:  Every time a team gets a three games to none lead in a playoff series in baseball it has won.  This happened 39 (?)  times historically but in 2004 the Yankees had a 3-0 lead on the Boston Red Sox – and lost! 

DEDUCTION – is trying to prove something by going from general conclusions or outcomes to the specific causes of an outcome. 
Example 1:  All ravens are black. I heard the bird I saw in the park today was a raven. Hence it must have been Black. 

Note: This is different from the conclusion “I saw a Black bird – it must have been a raven. “ 

Example 2:  There was a robbery on 365 85th  Street Apt. 4B between 4:00 and 6:00 pm. John Stealer was the only person to have been known to enter and leave that apartment between those 4:00 and 6:00 pm (security camera). Hence it is logical to

assume (by deduction) that John Stealer was the robber.

ABDUCTION – not a sound rule of inference / logic.  

e.g.

Example 1.  Chocolate is the food of love. I am in love, hence it must have been the chocolate I ate. 

Example 2.  Smoking causes cancer.  Tom has cancer. Hence Tom was a smoker.
Example 3: Quakers are pacifists. Nixon was a Quaker. Hence Nixon was a pacifist.

EPISEMOLOGY – The Science of Knowledge.   Disctinction between Knowing How and Knowing That.

The notion of PERFORMANCE vs. COMPETENCE.
Performance means that you are able to get desired results  (by any method) – competence means that you know how (understand), whether or you can get the results. 

Problem Solving:  George Polya (How to Solve It, 1948, Princeton University). 
(We had a very nice presentation on Polya by Lilly Antonia).  

The Universal Steps of Problem Solving (deride from Polya):

1. Understand the Problem

2. Develop an Algorithm on paper.

3. Implement the Algorithm 

4. Test the Algorithm (steps)

5. Revise the Algorithm returning to Steps 1, 2, or 3 as necessary. 

Some Famous Scientists / Great Thinkers worth exploring for Case Studies and 

Extra Credit:

Polya, Newton, Karl Popper (Philosophy of Science), Alan Turing John Von Neumann (inventor of the serial computer)., Doug Englebart (the mouse and other inventions),  John Kemeny (inventor BASIC computer language  and Timesharing)
Alan Kay, Seymour Papert, Raymond Kurzeweil (AI and tools for the Handicapped). 

Topic: MICROMINIATURIZATION and its LIMITS – Microminiaturization is the process of components (and hence the distance that electricity must travel) getting thousands of times small in order to increase speed and power of computers.  

DEFINING TECHNOLOGY:  The technology which most affected peoples’ lives in a given time period. 

[image: image2]
For more examples of other decades see: www.sci.brooklyn.cuny.edu/~kopec 

Notes for CIS 763 / CIS 3.2 Lecture:  “Good Web Bad Web”

One of the reasons for the invention of the computer was to combat the humongous range of possibilities (combinations) when trying to decipher the German submarine codes during WWII (Hence, The Enigma Machine Turing / Bletchley Park, England). Consider the ASCII (American Standard Codes International) character – those available on the standard keyboard. 
There are 128 characters in standard ASCII. Now consider “extended ASCII and we find there 256 standard characters.  The possible combinatorics of trying to “guess” the right characters in any submarine code or message is huge. Hence the help of computers was important. It was also important to try to discover patterns in the messages. 
Some More Problems:
1.  The Missionaries and Cannibals Problem – how to get all six safely 

Across the river (WEST to EAST) with the boat, but never can the Cannibals outnumber the missionaries in any one state – and never more 
than two persons in a boat. Subgoal State: get the Missionaries to the 

Goal State :  (0 M, 3 C, Boat yes). There are 10 safe states in the problem solution and 11 steps. 
2. The Water Jugs Problem – See Class Handout and Elsewhere in Class Notes. 

3. CRYPTOARITHMETIC – Excellent job in solving “SEND MORE MONEY” by Jenna (in Class) and Tatiana. Lots of deduction – many steps.  

4. Twelve Coins Problem – How many weighings needed for 12 coins and a balance scale to discover the Slug – but not know if it is  light or heavy. Turn out 
you need Log 3 (N) where N is the number of coins. In the case of 27 
coins, that is 3 weighings.  Ho Ming Chung did an excellent proof of this in class. 

Then you must think about coin groupings which will 
work for this number of weighings (comparisons).   

I / we did the following in class (note some edits here):
No. Coins 
No. of Weighings
Grouping

1


0

n/a

2


1

1 vs. 1

3


1

1 vs. 1

4


2

2 vs 2

5


2

2 vs 2

6


2

2 vs 2
7


2

2 vs 2

8


2

3 vs 3 

9


2

3 vs 3

10 


3

3 vs 3 or 4 vs 4

11 


3

4 vs 4, or 3 vs 3

12 


3

4 vs 4

13


3

4 vs 4 or 5 vs 5

14


3

4 vs 4 or 5 vs 5

15


3

5 vs 5

As an exercise – build the rest of this table to 27 coins. 

See also My Chapter notes (Chapter 6 which discusses the 12 coins problems. 

The harder problem is to solve the 12 Coins Problem not knowing if the slug is light or heavy. 

Further ideas mentioned: 

Satisfiability (Poundstone) – can a problem be solved?

NP complete Problems?  Example: The Travelling Sailsmen Problem 

(TSP).  

The notion of “Contrapositive” – give a proof by contradiction. 

Empirical Proofs – Proof by examining every possibility. 

ZENO’s PARADOXES – See Sainsbury Chapter 1, pgs 4 – 15. 
Some Excellent CASE STUDY  Presentations we’ve already seen: 

Alexander Baiasu – John Conway

Norville Barrinton – The NBA Draft Lottery

Tatiana Mikitcuk --  Nikola Tesla

Antonia  Lilly – George Polya

James Morse  -- The Grandfather Paradox and Time Travel.

Yauheniya Siaminava – From Adding Machines to Calculators

Melissa Wright – The Ship of Theseus

Zohar Shoham   -- Turing Machines

Davana O’Brien – The Birthday Paradox 

These are just a few I have named of an excellent collection. Sorry for those I didn’t mention. Point is, What did you learn?  I certainly learned a lot from them. 

I hope you kept notes and that these notes have helped you! 

Dr. Kopec  10/24/09    Midterm: 10/27/09. 1.5 hours 
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