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Abstract

The alvent of software agents gave rise to much discusson d just what such an agent is, and o
how they differ from programsin general. Here we propcse aformal definition d an
autonamous agent which clearly distinguishes a software agent from just any program. We dso
offer the beginnings of anatural kinds taxonamy of autonamous agents, and dscusspassbiliti es
for further classfication. Finaly, we discusssubagents and multi agent systems.

I ntroduction

On meding afriend a coll eague that we haven't seen for awhile, or a new aaquaintance, some
version d the foll owing conversation dten ensues:

What are youworking onthese days?
Control structures for autonamous agents.
Autonamous agents? What do you mean by that?

A brief explanation is then foll owed by:
But agents sundjust like mmputer programs. How are they different?

This €li cits a more satisfying explanation that distinguishes between agent and program. The
nature of this"more satisfying explanation” motivates this essay. After areview of some of the
many ways the term "agent" has been used within the mntext of autonamous agents, we'll
propcse and defend anation d agent that is clearly distinct from a program. This discusson will
lead usto adiscusson d posshble classfications for autonamous agents.

What isan agent?

Workersinvolved in agent reseach have offered a variety of definitions, each hopng to
explicate his or her use of the word "agent." These definiti ons range from the simple to the
lengthy and demanding. We susped that each of them grew diredly out of the set of examples of
agents that the definer had in mind. (Thisis certainly the cae for the version we'll propose
below.) Let's orient ourselves by examining and comparing some of these definitions.

The MuBot Agent [http://www.crystali z.com/logicware/mubad.html] "The term agent is used to
represent two arthogona concepts. Thefirst is the agent's ahil ity for autonamous exeaition. The
seondisthe agent's ahility to perform domain ariented reasoning.” P> This pointer at
definitions come from an orline white paper by Sankar Virdhagriswaran o Crystaliz, Inc.,



defining mohil e agent techndogy. Autonamous exeautionis clealy central to agency.

The AIMA Agent [Rus=ll and Norvig 1995, age 33] "An agent is anything that can be viewed
as percaving its environment throughsensors and acting uponthat environment through
effedors."”

AIMA isan acronym for "Artificia Intelligence: aModern Approach," aremarkably successful
new Al text that was used in 200coll eges and uriversitiesin 1995.The aithors were interested
in software agents embodying Al techniques. Clealy, the AIMA definition depends heavily on
what we take a the environment, and onwhat sensing and acting mean. If we define the
environment as whatever providesinpu and receives output, and take receving inpu to be
sensing and producing output to be ading, every program is an agent. Thus, if we want to arrive
at auseful contrast between agent and rogram, we must restrict at least some of the nations of
environment, sensing and acting.

The Maes Agent [Maes 1995, age 108 " Autonamous agents are computationd systems that
inhalit some complexdynamic environment, sense andact autonamously in this environment,
and by doing so realize a set of gods or tasks for which theyare designed.”

Pattie Maes, of MIT's Media Lab, is one of the pionea's of agent research. She alds a crucial
element to her definition d an agent: agents must ad autonamously so asto "redize aset of
goals." Also environments are restricted to being complex and dynamic. It's not clear whether
thisrules out apayroll program without further restrictions.

The KidSim Agent [Smith, Cypher and Spohrer 1994 "Let us define an agent as a persistent
software entity dedicated to aspedfic purpose. 'Persistent’ distinguishes agents from
subroutines, agents havetheir own ideas abou how to accompli sh tasks, their own agendas.
'Spedal purpose’ distinguishes them from entire multif unction appi cations; agents are typically
much smaller."

The authors are with Apple. The eplicit requirement of persistenceis anew andimportant
addition here. Though many agents are "spedal purpose”’ we susped thisis not an esentia
feaure of agency.

The Hayes-Roth Agent [Hayes-Roth 1999 Intelli gent agents continuowsly performthree
functions: perception d dynamic condtionsin the environment; actionto affed condtionsin the
environment; andreasoning to interpret perceptions, solve problems, draw inferences, and
determine actions.

Barbara Hayes-Roth of Stanford's Knowledge Systems Laboratory insists that agents reason
during the processof adion selection. If reasoning is interpreted broadly, her agent architecture
does alow for reflex adions as well as planned actions.

ThelBM Agent [http://adivist.gpl.ibm.com:81/WhitePaper/ptc2.itm] "Intelli gent agents are
software antities that carry out some set of operations on kehalf of a user or anather program

with some degreeof independence or autonamy, andin so dang, employ some knowledge or
representation d the user's gods or desires.”

This definition, from IBM's Intelligent Agent Strategy white paper, views an intelli gent agent as
ading for ancther, with authority granted by the other. A typical example might be an
information gathering agent, though the white paper talks of eight possble gplicaions. Would



you stretch "some degreeof independence” to include apayroll program? What if it cdled itself
ona cetan day of the month?

The Wooldridge& shyp;Jennings Agent [Woddridge and Jennings 1995, @ge 2] "... a
hardware or (more usually) software-based computer system that enjoys the foll owing
properties:

e autonamy: agents operate withou the dired intervention o humans or others, and hae
some knd d control over their actions andinternal state;

e social ability: agentsinteract with ather agents (and p&sbly humans) via some knd o
agent-comnunication languagg;

e reactivity: agents perceave their environment, (which may be the physical world, a wser
via a gaphcal user interface, acollection d other agents, the INTERNET, or perhaps
all of these combined), andrespondin atimely fashionto changesthat occur init;

» pro-activeness. agents do nd simply act in resporse to their environment, theyare able
to exhibit god-direded behavour by taking the initi ative"

The Woddridge and Jennings definition, in addition to spelli ng out autonamy, sensing and
ading, allowsfor abroad, bu finite, range of environments. They further add a @mmunications
requirement. What would be the status of a payroll program with agraphicd interface anda
deadedly primitive communication language?

The SodaBot Agent [Michad Coen
http://www.ai.mit.edu/peopl e/sodabat/sli deshow/total/PO01 html] " Sdtware agents are
programsthat engagein dalogs [and] negatiate and coordinate transfer of information.”

SodaBot is a development environment for software agent being constructed at the MIT Al Lab
by Michael Coen. Note the goparently almost empty intersedion between this definition and the
precaling seven. we say "apparently” since negotiating, for example, requires bath sensing and
ading. And daloging requires communication. Still the feding of this definitionis vastly
different from thefirst few, and would seam to rule out aimost al standard programs.

The Foner Agent [Lenny Foner - Download from
ftp://media.mit.edu/puldFoner/Papers/Juli e/ Agents--Julia.ps or online &

http://foner. www.media.mit.edw/people/foner/Julia/ (click on"What's an agent? Crucial
nations")]

Foner requires much more of an agent. His agents coll aborate with their users to improve the
acomplishment of the users' tasks. Thisrequires, in addition to autonamy, that the agent dialog
with the user, be trustworthy, and degrade gracefully in the face of a"communicaions
mismatch." However, this quick paraphrase doesn't do justiceto Foner's analysis.

The Brustoloni Agent [Brustoloni 1991,Franklin 1995, p. 26p" Autonamous agents are
systems capale of autonamous, purpaoseful actionin thereal world."

The Brustoloni agent, urlike the prior agents, must live andad "in therea world." This
definition excludes ftware agents and programsin general. Brustoloni also insiststhat his
agents be "readive & shyp; that is, be ale to respondto external, asynchronows gimuli in a
timely fashion."

As these definitions make dea, there's no genera agreement as to what constitutes an agent, or
asto how agents differ from programs. The Software Agents Maili ng List onthe Internet
provides a FAQ (frequently asked questions) that says,



The FAQ Agent [http://www.eemcqill .ca80/~belmarc/agent fag.himl] "This FAQ will not
attempt to provide an auhoritative definition .."

It does provide alist of attributes often foundin agents: Autonamous, goal -oriented,
collaborative, flexible, self-starting, temporal continuity, charader, communicaive, adaptive,
mobhil e, [Etzioni and Weld]. Several of these would seem to rule out our payroll program.

The Essence of Agency

We normally avoid prescriptive arguments abou how aword shoud be used. Rusll and Norvig
put it thisway: "The nation d an agent is meant to be atod for analyzing systems, na an
absolute dharaderization that divides the world into agents and nonragents.” [1995, @age 33] The
only concepts that yield sharp edge categories are mathematica concepts, and they succeead ony
because they are mntent free Agents"live" in thered world (or some world), and red world
concepts yield fuzzy categories.

Nevertheless we will propase amathematical style definition d an autonamous agent, knowing
full well that it must fail aroundthe edges. Our definiti on attempts to cgpture the esseence of
being an agent, and to define the broadest classof agents. Further restrictions can then be added
to define more particular classes of agents. Ideally, such an endeavor would produce a
nomenclature of agents that could be used relatively unambiguously by researchersin thefield,
resulting in clearer communicaions.

The definitions of the previous sction seem to derive from one or bath of two common uses of
the word agent: 1) one who acts, or who can act, and 2 one who actsin placeof another with
permisgon. Since"onewho adsin place of " acts, the second wsage requires the first. Hence,
let's go for adefinition d the first nation.

What are examples of agentsin thisfirst sense uponwhich we can buld ou mathematical style
definition? Well, humans ad, as do most other animals. (I say most sincesome animals ad
during aportion d their lives and nd during others, for example the seasquirt [Dethie 1984.)
Also, some aitonamous mohil e robas ad, for example Brooks' Herbert [Brooks 1990, p. 8
Franklin 1995, p263&)]. All of these ae red world agents. Software agents "live" in computer
operating systems, databases, networks, MUDSs, etc. Almost all the definitionsin the previous
sedionrefer to software agents. Findly, artificia life agents"live" in artificial environmentsona
computer screen o in its memory [Langton 1989 Franklin 1995, pp. 18208. What do these
agents dare that constitutes the essence of being an agent?

Eadis stuated in, andis apart on some environment. Each senses its environment and act
autonamously uponit. No ather entity isrequired to feed it inpu, or to interpret and wseits
output. Each adsin pusuit of it's own agenda, whether satisfying evolved drives asin humans
and animals, or pursuing goals designed in by some other agent, as in software agents. (Artificial
life agents may be of either variety.) Each ads 2 that its current adions may effed its later
sensing, that isits adions effed its environment. Finally, each ads continually over some period
of time. A software agent, onceinvoked, typicaly runs urtil it deddes not to. An artificial life
agent often runs until it's eaten or otherwise dies. Of course, some human can pul the plug, bu
not always. Mobil e agents on the Internet may be beyond calli ng bad by the user.

To us, these requirements constitute the essence of being an agent. Let's formali ze them into a
definition.



An autonomous agent is a system situated within and a pat of an environment that senses that
environment and actsonit, over time, in pursuit of its own agenda andso asto effed what it
sensesin the future.

One way of clarifying the bourdaries of this definitionis by looking at extreme caes. Humans
and some animals are & the high end of being an agent, with multi ple, conflicting drives,

multi ples senses, multi ple passhble adions, and complex sophisticated control structures (minds
[Franklin 1993) . At the low end, with ore or two senses, asingle action, and an absurdly simple
control structure (mind?) we find athermostat. A thermostat? Y es, athermostat satisfies all the
requirements of the definition, as does a baderium. Strange things sometimes happen at the
extremes. Espousing a definition entail s these risks.

Our definitionyields alarge and varied classof agents as was to be expeded of one requiring
only the essence No douli it'stoolargeto be useful asis. Adding additional requirements for
different purposes will produce useful subclasses of agents. We'll discuss ®me of these in the
next sedion. But first, there are acoupe of basic pointsto clarify.

Autonamous agents are situated in some environment. Change the environment and we may no
longer have an agent. A roba with ony visual sensorsin an environment withou light is not an
agent. Systems are agents or nat with respect to some environment. The AIMA agent discussd
abowve requires that an agent "can be viewed" as ®nsing and ading in an environment, that is,
there must exist an environment in which it is an agent.

What abou ordinary programs? A payroll program in ared world environment could be said to
sensetheworld viait'sinpu and act onit viaits output, bu is not an agent because its output
would na normally effect what it senses later. A payroll program also fail sthe "over time" test
of tempora continuity. It runs once and then goesinto a mma, waiting to be called again. Most
ordinary programs are ruled ou by one or both of these condtions, regardlessof how we stretch
to define asuitable environment. All software agents are programs, bu not al programs are
agents.

Nor are software agents defined by their tasks. A spell checker adjunct to awordprocessor is
typicdly not an agent for the reasons given in the preceding paragraph. However, a spell checker
that watched as | typed and correded onthe fly might well be an agent. Tasks can be specified so
asto require agents to fulfill them.

Subroutines of agents nead na be ayents for the same reasons that programs need na be.
However agents can have subagents. Herbert, the roba mentioned above, is built using a
subsumption architedure [Brooks 1990, alayered architecture in which each layer senses and
adsin arder to perform its task. Each layer satisfies al the requirements of an autonamous agent.
Thus the layers constitute amulti agent system that controls Herbert. Sumpy [Song, Franklin and
Negatu, 199§ is a software agent living in aunix file system. Sumpy, also bult using
subsumption architedure, consists of subagents that wander, that compressfil es, that badkup
files, and that put Sumpy to sleg when the system is busy. Thus, Sumpy is both an agent and a
multi agent system.

Our definition d an autonamous agents has succeeded in d stinguishing between agents and
programs. An agent need nd be aprogram at all; it may be aroba or aschod teacher. Software
agents are, by definition, programs, bu a program must measure up to several marksto be an
agent. But our definition o autonamous agents yield a dassof agents < large & nat to promise
grea utility. Let'slook at subclasses of agents with more promise.



Agent Classifications

The various definitions discussed above invalve ahaost of properties of an agent. Having settled
onamuch lessrestrictive definition d an autonamous agent, these properties may help us further
classfy agentsin useful ways. Thetable that follows lists sveral of the properties mentioned
abowe.

Property Other Names M eaning
readive (sensing and acting) respondsm atimely fashionto changesin the
environment

autonamous exercises control over its own adions

L pro-adive . . .
goal-oriented purposeful does not simply ad in resporse to the eavironment
temporaly : : .
CONiNUOLE isa @ntinuowsly runnng process

communicaive socially able communicaes with ather agents, perhaps including

people
leaning adaptive changes its behavior based onits previous experience
mobhile ableto transport itself from one madine to another
flexible adions are not scripted
character believable "personality” and emotional state.

Agents may be usefully classfied according to the subset of these properties that they enjoy.
Every agent, by our definition, satisfies the first four properties. Adding other properties
produces patentially useful classes of agents, for example, mohile, leaning agents. Thusa
hierarchicd classficaion based onset inclusion accurs naturally. Mobhil e, leaning agents are
then a subclassof mobhil e agents.

There ae, of course, other possble dassfying schemes. For example, we might classfy
software agents according to the tasks they perform, for example, information gathering agents
or emall filtering agents. Or, we might classfy them according to their control architedure.
Sumpy, then, would be afuzzy subsumption agent, while Etzioni and Weld's Softbat would be a
planning agent [1994. Agents may aso be dassfied by the range and sensitivity of their senses,
or by the range and eff ectivenessof their adions, or by how much internal state they possess

Brustoloni's taxonamy of software agents [199]] begins with athreeway classficaioninto
regulation agents, planning agents, or adaptive agents. A regulation agent, probably named with
regulation d temperature by athermostat or similar regulation d bodly homeostasis, reacts to
ead sensory input asit comesin, and always knows what to do.It neither plans nor learns.
Planning agents plan, ether in the usual Al sense (problem solving agent), or using the case-
based paradigm (case-based agents), or using operations research based methods (OR agents), or
using various randamizing algorithms (randamizing agent). Brustoloni's adaptive agents not only
plan, bu lean. Thus there are alaptive problem solving agents, and so on,yielding atwo layer
taxonamy.

Y et another possble dasgficaion scheme might involve the environment in which the agent
findsitself, for example software agents as oppcsed to artificial life agents. And, there must be
many, many more such passhiliti es. Which ore, or ones, shall we dhocse?

A Natural Kinds Taxonomy of Agents
In thinking abou ataxonamy of agents two passble models come to mind, the biologicd model



and the mathematicd model. The biological taxonamy takes the form of atree with "living
creaures' at theroot andindividual spedes at the leaves. For example, we humans are dassfied
as

e kingdom - animal

e phylum - chordata

* class- mammalia

e order - primate

e family - pongidae

e subfamily - hominidae

e genus- homo

e Spedes- sapiens
where eat line represents a branching point of the tree Might it be passble to create such a
taxonamy of autonamous agents? Let's gart and see where we get.

At the kingdom level let's clasgfy our agents as either biologicd, robaic, or computational, as
these seam to be natural kinds [Kell, (1989]. Every culture and even very young children readily
distinguish between animate organisms, artifads and abstrad concepts. At the phylum level we
can reasonably subclassfy computational into software agents and artificial life agents. At the
classlevel we might subclasgfy software agents into task-specific agents (like Sumpy),
entertainment agents (like Julia), and computer viruses. At this point we've succeeded in
caegorizing our major classes of autonamous agents, that is the known families of examples.

Further Classification

Suppase we wished to classfy software agents further. How might we go abou it? The mgor
subclassficaion schemes that come to mind are via control structures, via environments
(database, fil e system, network, Internet), vialanguage (in which written) or via gplications.
Eadh might be useful. Let'stry thefirst.

Let'slist some of the possbleinitial classfication schemes for software agents viatheir control
structures. Brustoloni offers regulation, danning and adaptive. Ancther strategy would be to
classfy by type of control mechanism, algorithmic, rule-based, ganner, fuzzy, neural net,
madhine learning, etc. Or we might distinguish agents with a central exeautive from thase
enjoying distributed control. Other binary classficaions might be planning vs. nonplanning,
leaning vs. nonlearning, mohile vs. nonmobil e, communicaive vs. non communicative, etc.

Suppase we used the binary classfication above, including central vs. distributed, in the order



mentioned, to creae abinary classficationtree The first branching would be according to the
first pair. On each o these branches we then branch according to the secnd @ir, and oneac of
these four we branch again viathe third pair, and so on.We've essntidly listed apod of
fedures and classfied according to subsets of these fedures.

Viewing our taxonamic treefrom this perspedive call s to mind a mathematica taxonamy which
also employs coll ections of properties. A mathematician might define atopdogicd space (please
donit bather yourself abou the meanings of this mathematicd term or others). This essential
definition defines the dassof spaces to be studied. Then the nation d aHausdorff space might
be defined by an expli cit property of some spaces. Thus the subclassof Hausdorff spacesis
spedfied. Next the nation d a compad space may be defined, yielding the subclassof compact
spaces. Theintersedion d these two is the subclassof compad Hausdorff spaces, abou which
theorems are often proved. Thetopdogicd clasgficaion continuesin this way with defining
properties giving rise to subclasses of spaces which are then studied.

Thistype of classfication scheme is known as amatrix organization among psychologists. Each
feaure defines adimension. With nfeaures an n-dimensional matrix is creaed, so that each cell
of the matrix correspondsto a @llection d features, and provides one possble category for the
classficaion.

Having gven the esential definition d an autonamous agent abowve, the dassof agent is
spedfied. We may then speak of planning agents, or of mobil e agents, or even of mobile,
communicaive, planning agents, each specifying a subclassof agents. Of course, we must have
given definitions of these three properties. Having the basic definition o an autonamous agent to
build on,and wsing features for further classfication, we may rephrase some of the definitions
given ealier in amore nvenient manner:
* A KidSm Agent is dedicaed to a specific purposg, i.e., is atask-speafic agent.
* A Hayes-Roth Agent reasons to interpret perceptions, solve problems, draw inferences,
and cetermine adions, i.e., isareasoning agent.
* AnIBM Agent caries out some set of operations on kehalf of auser or ancther program,
i.e., isatask-spedfic agent.
* A Woddridge&shyp;Jennings Agent interacts with ather agents (and passbly humans)
viasome kind d agent-communication language, i.e., isa mmmunicaive agent.
* A Sod@ot Agent engagesin daog, and regotiates and coordinates transfer of
information, i.e., is anegotiating, information agent.

«Subagents and Societies of Agents

» Sumpy, the fil e system maintenance agent mentioned above, can be thought of as a single agent,
or as amultiagent system consisting of Wanderer, Compressor, Badk-Up and Sleepy. Eac of
these have independent accessto sensors (certain unx commands such as|s) and to actions
(other unix commands guch as cd), and each has its own simple agenda. Also, each runs
continuowsly, and acts 9 asto effed its next sensing. Thus, each may be mnsidered an agent in
it's own right, and hence a subagent. Sumpy is thus a multi agent system.

Some ayents with alayered architedure ae not multiagent systems. Miill er, Pischel, and Thiel
(1995 classfy such architeduresinto verticdly and haizontally layered. In haizontally layered
systems each layer has accessto sensing and ading, making a decompasiti on into subagents
likely. In verticdly layered system, only the lowest layer senses, and only the highest ads,
making a multi agent decompasition urlikely.

As amultiagent system, Sumpy is particularly simplein that there is aimost no communication



between the subagents. Each is, of course, privy to sensing initi ated by the others, and Sleepy's
adion effeds the others. Also, each subagent sometimes suppresses the actions of the lower
layers. One might ask if Wanderer istruly autonamous if Compressor can suppressitsadions. A
personinjail, or in an elevator, has lost some freedom of movement, bu is ill autonamous.
Environment may be expeded to imposes limits on an agent's adions.

Going back to ou topdogicd anaogy, we might cdl a system with nocommunicaion between
its subagents a discrete multi agent system. A multi agent system in which each agent
communicaes with every other might be call ed fully connected,. Thus multi agents systems can
be dasdgfied according to the possble cmmmunications paths through the system. We might also
classfy such systems by their communicaions bandwidth.

In addition to multi agent systems that can reasonably be viewed as constituting a single agent,
other multi agent system are better classfied as cieties of agents. For example, when a
colledion d scheduling agents gather to schedule ameding between their users, they pursue a
common goa and intelli gent group behavior emerges (seeKautz, Selman, and Coen 1994for a
similar situation.) Y et, asagroup, ou definition d agent isnot met in that persistenceis missng.
When scheduling is complete, our agents disperse, perhaps never to gather again in this same
groupng. One muld argue that the wlledion d all such scheduling agents at a given site
constitute asingle agent. To doso, the nations of sensing, acting, and having its own agenda
would haveto be cnsiderably stretched. As Rus=ll and Norvig have reminded us, the issue here
isnat truth o falsity, bu what's useful in communicating abou agents.

The nation d asociety of agents leadsto a caition. The term "agent” as used by Minsky (1985)
does not necessarily refer to an autonamous agent as the term is used here. In the ntext of
trying to explain intelli gence, Minsky speaks of "mental agents,” saying "Eadh mental agent by
itself can oy do some simple thing that needs nomind a thought at all." | susped that some, if
nat many, of his agents don't mee all our criteriafor autonamous agents.

«Conclusions

* An attempt has been made to cgpture the essence of agency in aformal definition, which alows
a dear distinction between a software agent and an arbitrary program. The beginnings of a
natural kinds taxonamy for autonomous agentsis propased, as is further clasgfication via
colledions of features.
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