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Abstract. In this paper we present a survey of work relating to the Concurrent
METATEM programming language. In addition to a description of the basic Con-
current METATEM system, which incorporates the direct execution of temporal
formulae, avariety of extensionsthat have either been implemented or proposed
are outlined. Although still in the development stage, there appear to be many
areas where such a language could be applied. We present a variety of sample
applications, highlighting the particular features of Concurrent METATEM that we
believe will make it appropriate for use in these areas.

1 Introduction

Concurrent METATEM is a language based upon the direct execution of temporal for-
mulae [15]. It consists of two distinct aspects: an execution mechanism for temporal
formulae in a particular form; and an operational model that treats single executable
temporal logic programs as asynchronously executing objects in a concurrent object-
based system. The motivation for the development of this language has been provided
by many areas. For example, being based upon executable logic, the language can be
used as part of the specification and prototyping of reactive systems. Also, as it uses
temporal, rather than classical, logic the language provides a high-level programming
notation in which the dynamic attributes of individual components can be concisely
represented. Finally, it incorporates a novel model of concurrent computation which
has a range of applicationsin distributed systems.

Thelogic used as a basis for Concurrent METATEM isadiscrete, linear temporal |o-
gic. This presents asimpleview of timeand, in doing so, providesthe systems designer
with adirect anal ogy between the modelsfor the logic and the discrete, linear execution
sequences with which he or she isfamiliar. This, together with the fact that a restricted
form of thistemporal logic isexecuted, ensures that the temporal aspects of Concurrent
METATEM are manageable, both for the programmer and for the implementation of the
system.

Each object executes its own set of tempord formulae and, in doing so, (effect-
ively) generates an infinite sequence of states. As each object executes asynchronously,
it constructs a separate execution sequence. Further, within Concurrent METATEM, a



mechanism is provided for communication between separate objects. This simply con-
sists of a partition of each object’s propositionsinto those controlled by the object and
those controlled by the environment. To fit in with thislogica view of communication,
whilst also providing a flexible and powerful message-passing mechanism, broadcast
message-passing is used to pass information between objects.

Thisrdatively straightforward combination of executabl e temporal logic, a concur-
rent object-model and broadcast message-passing forms the basis of Concurrent MET-
ATEM. Together, these features provide an coherent and consi stent programming model
within which a variety of reactive systems can be represented and implemented.

Thisreview isstructured as follows. Firstly, in 82, wewill present the core e ements
of the language, including basic temporal execution, together with its operationa and
communication model. In 83, we will outline various extensions to the core language
that have either been proposed or implemented. Thus, together, these two sections will
provideasurvey of thelanguageitself. In 84, we provide arange of sample applications
of Concurrent METATEM, utilising both the core features of the language and its exten-
sions. Although, in some cases, these are only potential applications, we will argue that
the properties that Concurrent METATEM exhibits make it suitable for application in
these areas. Thus, the range of examples in this section provide a survey of the current
and potential applications of the language. Finaly, in 85, we present concluding re-
marks, including brief overviews of related work, current status of the implementation,
and possible future work.

2 Concurrent METATEM

In this section, we will provide an introduction to the Concurrent METATEM system,
which consists of objects, whose behaviour isimplemented using executable temporal
logic, communicating via broadcast message-passing. Concurrent METATEM itself was
originaly developed as an extension of the sequential execution of temporal logic pro-
grams provided by METATEM, an executable tempora logic described in [3, 10]. The
rulesthat are executed are based upon the normal form devel oped for temporal theorem-
proving [14], whilethe concurrent operational model was outlinedin [9] and devel oped
to its current state in [15].

2.1 An Overview of the Approach

While it is possible to program objects in Concurrent METATEM using a small range
of temporal operators (just the last-time and sometime in the future operators), a large
range of temporal operators are available in the interests of convenience. Most of these
operators are eiminated during the transformation from the rules input by the pro-
grammer to rules that are actually executed. These transformations follow those used
in producing anormal form for temporal formulae [14]. The transformed rules are then
executed directly, providing the dynamic behaviour of the individual object. The com-
ponents of this core language represent the basic descriptive elements of our system:

— logical propertiesof individua states, through the use of classical logicto represent
declarative description of a state;



— properties of state transformation steps, through the use of the last-time operator in
conjunction with constraints on the present state;

— global properties of temporal sequences, through the use of multiple state trans-
formation steps together with the sometime in the future operator.

An important aspect of the language is the mixture, within the execution of these tem-
poral formulage, of both declarative and imperative aspects. For example, we might
provide a declarative description of a particular state through aformula such as p O g,
while also providing an imperative rule describing how to generate the current state
fromthelast ong, suchas @p O q(here * @’ isthelast-time operator).

2.2 Temporal Logic

Temporal logic can be seen as classical logic extended with various modalities repres-
enting temporal aspects of logical formulae. The temporal logic we use is based on a
discrete, linear model and, thus, time is modelled as an infinite sequence of discrete
states, with an identified starting point, called ‘ the beginning of time'. Classical formu-
lae are used to represent constraints within individual states, while temporal formulae
represent constraints between states. As formulae are interpreted at particular statesin
this sequence, operators which refer to both the past and future are required.

Thelogicwe use, called First-Order METATEM Logic (FML) isasimple first-order
tempord logic, based on discrete, linear models with finite past and infinite future.
Below we give an outlineof its syntax and semantics (for amore detailed presentation,
see [3, 14)).

Syntax As in classical logics, the terms the language are constructed from a set of
constant symbols (£¢), a set of variable symbols (£,) and a set of function symbols
(£). From these elements, the set of terms, £;, can be generated. The other symbols
used in FML are as follows.

— A sgt, £, of predicate symbols, contains elements usually represented by strings
of lower-case a phabetic characters.

— Classica connectives, -, [, 0, 0, and <.

— Future-time temporal operators, including unary operators O, > and [, and bin-
ary operators 4 and W .

— Past-time tempora operators, including unary operators @, @, ¢ and l, and
binary operators § and Z.

— Quantifiers, 0 and O

— ‘(" and ‘)’ which are, as usud, used to avoid ambiguity.

The set of well-formed formulae of FML (WFF;) is defined as follows.

1 Ifty,... .ty arein Ly, and p is a predicate of arity n, then p(ty, ... ,tn) isin WrF.
2. if Aand B are in WFFy, then the following are in wWrF,

~A AOB AOB AOB (A
OA [OA AUB AWB OA
¢A HA ASB AZB OA @A



3. If Aisin WFF¢ andvisin £y, then Ov. A and Ov. A are both in WFF;.

Sub-classifications of wrr, are defined as follows. A literal is defined as either a pre-
dicate symbol applied to an appropriate term, or the negation of such a predicate.

A Sate-formulaiseither aliteral or anon-temporal combination of other state-formulae.
Future-time formulae contain only classical and future-time temporal operators, while
past-time formulae contain only classical and past-time tempora operators. Strict ver-
sions of both these categorisations can be formed by removing from them formul ae that
refer to the present.

Semantics The basic models of FML are discrete, linear structures with finite past
and infinite future. To this structure a domain, D, and mappings from elements of the
language to denotations are added. Thus the full model structure for FML is

M = (0,D, T, T, Th)
where

— 0, asequence of states o, S1, 5 S, -+

D isthe object-level domain,

Tt isamap from L to D,

M isamap from £Lf toP" - D, where nisthe arity of f, and,
— pisamap fromNx L, to D" - {T,F}.

Thus, for aparticular state s, and a particular predicate p of arity n, (s, p) represents a
map from n-tuplesof elementsof D to T or F. Note that the constant domain assumption
is used, i.e. that D is constant for every state, and that both constant and function
symbols have fixed interpretations.

The semantics of FML is given with respect to a model, M, a state, s, a which
the formulais to be interpreted, and a variable assignment, V. From the model and the
variable assignment, we are able to generate a term assignment, T,,;, which maps every
term to its appropriate element of the domain, D.

We first consider the semantics of atomic predicates:

(M,s,V) Ep(xa, ..., %) iff 1530, p)(Tun(X0), .., Tun(Xn)) = T.
The semantics of the standard propositional connectivesis asin classicd logic, eg.,
M,s,V) F ¢ Oy iff (M,s,V)F¢ or (M,s,V) Fy
The semantics of the unary future-time tempora operatorsis defined as follows

(M, s, V) E O¢ iff (M,s5:0,V) E ¢
(M,s,V) E ¢¢ iff thereexistsaj =i such that (M,s,V) F ¢
(M,s,V) E ¢ iff fordlj=ithen(M,s,V)E¢.

The informal semantics of these operatorsis as follows: O ¢ means that ¢ must be
satisfied in the next state; > ¢ meansthat ¢ must be satisfied at some state in the future;
[1¢ means that ¢ must be satisfied at all states in the future.



The two binary future-timetemporal operatorsthat we use areinterpreted asfollows

(M,s,V) E ¢oU  iff thereexistsak =i suchthat (M, s, V) F @
andforali<j<kthen(M,s,V) E¢
(M,s,V) E oWy iff fordlj=ithen (M,s,V) E ¢
or (M,s,V) F oU Y

If past-time tempora formulae are interpreted at a particular state, s, then states with
indices less than i are ‘in the past’ of the state 5. The semantics of unary past-time
operatorsis given as follows:

(M,s,V) E @¢ iff i=00r (M,s-1,V) F ¢
(M,s,V) E ©@¢ iff i>0and (M,s1,V) E ¢
(M,s,V) E ¢ ¢ iff thereexistsj suchthat0<j <iand (M,s,V) F ¢
(M,s,V) E B¢ iff foraljsuchthat 0<j <ithen(M,s,V) E ¢
Note that, in contrast to the future-time operators, the ¢ and M operators are inter-
preted as being strict, i.e. the current index is not included in the definition. Also, as
thereis aunique start state, termed the beginning of time, two different last-time oper-
ators are used. The difference between* ©’ and ‘@’ isthat for any formula ¢, @ ¢ is
false at the beginning of time, while @ ¢ is true at the beginning of time. In particular,
@false is only true when interpreted at the beginning of time; otherwise it is false.
Note that, as the formul a @ fal se appears so regularly in Concurrent M ETATEM, we of -
ten abbreviate it with the nullary operator ‘ start’, thus making obvious its association
with the beginning of time (and the beginning of execution).

The semantics for the binary past-time operators S and Z relates to that for ¢/
and W just as the unary past-time operators relate to the unary future-time operators.
Finally, the semantics of quantifiersis defined as follows.

(M,s V) E Ox. ¢ iff foradl dOD. (M,sVT[x—d])E ¢
(M,s,V) E [k ¢ iff thereexistsd O D. such that (M,s,V T[x+—d]) E ¢

Astheinterpretation consists of atriple, comprising model, state, and assignment com-
ponents, a well-formed formula, ¢, is satisfied in a particular moddl, M, at the begin-
ning of time, sy, under a particular variable assignment, V, if (M, s,V) E ¢.

2.3 Executable Rules

Next, we define the subset of FML that can be used in a Concurrent METATEM program.
The description of a Concurrent METATEM object is a set of rules, represented by

D/\Ra

whereeach R, is, in turn, of the form

‘past and present formula implies ‘present or future formula



Taking quantification into account, the general form of these rules becomes
n f— f— f—
OADX-Pi(X) O Fi)
i=1

where ‘X, represents a vector of variables, Xi,, Xi,, ..., Xi,,.
Each rule is further restricted to be one of the following.

h r
OX. [start O A\ 1(X)] O \/ m(X) (an initial [J-rule)
b=1 =1

g h r
OX. [(@ /\ k(X)) O A 1)1 0 \/m(X)  (aglobal (-rule)

a=1 b=1 =1
h

OX. [start O A\ 1(X)] O OI(X) (an initial {-rule)
b=1

g h
OX. [(@ /\ ka(X)) O A 1o(X)] O O1(X) (aglobal {-rule)
b=1

a=1

where each Ky, I, my or | isaliteral. Note that the left-hand side of each initial ruleisa
congtraint only on the first state, while the left-hand side of each global rule represents
a constraint upon a state together with its predecessor. The right-hand side of each []-
ruleissimply adigunction of literals referring to the current state, whiletheright-hand
side of each {>-ruleisasingle eventudlity (i.e., ‘ {’ applied to aliteral).

Note also that, although arbitrary FML formulae can be transformed into a set of
rules of the form

h r
OX. [(OY. start O A\ 1(X,Y)) O [Z. \/ m(X,2)]
b=1 =1

-

OX. [([@Y. (@ A\ ka(X,¥)) O A Io(X, Y)) O [Z. \/ my(X, 2)]

a=1 b=1 =1
h

OX. [(OY. start O /\ (X, Y)) O [Z. $1(X,2)]
b=1

g h
OX. [(@Y. (0 A\ ka(X, V) O A\ 16X, V) O [Z. $I(X,2)]
a=1 b=1

where each ky, Ip, my or | is aliteral, we here choose to execute only a subset of this
normal form [14].



24 Execution within Objects

We now describe how a set of rules for a given object in Concurrent METATEM is
executed in order to provide its basic behaviour. Concurrent METATEM uses a set of
‘rules’ of the above form to represent an object’s internal definition. Due to the outer
‘[’ operator present in this rule form, the rules are applied & every moment in time
(i.e, at every step of the execution) during the construction of amodel for the formula

As an example of asimple set of rules for a single object, consider the following.
(Note that these rules are not meant to form a ‘meaningful’ program — they are only
given for illustrative purposes.)

start 0 popped(a)
Opop(X) O ¢ popped(X)
©push(Y) O stack-full () Opopped(Y)

Notethat the' X and‘Y’ hererepresent universally quantified variables. Looking at these
programrules, we see that popped( a) issatisfied at the beginning of time and whenever
pop( X) issatisfied in the previous moment in time, acommitment to eventual ly satisfy
popped( X) isgiven. Similarly, whenever push(Y) issatisfied in the previous moment
intime, then either st ack-ful | () or popped(Y) must be satisfied.

The temporal language which formsthe basis of execution within particular objects
in Concurrent METATEM also provides two orthogona mechanisms for representing
choice. These are

— static indeterminacy, through the classical operator ‘[T, and,
— tempord indeterminacy, through * >’ , the temporal operator representing sometime
in the future.

A logica description, containing the ‘00 operator, of the properties of a given state
represents a choice about the exact nature of the state. Although other constraints upon
the state might restrict this choice, the potential for a completely non-deterministic
choiceispresent. A formulasuch as {»a states that the proposition a must be satisfied at
sometimein thefuture. Thus, it represents aform of temporal indeterminacy. However,
wedo not model thisas atruly non-deterministic choice. Rather, given aconstraint, such
as {>a, the execution mechanism attempts to satisfy a as soon as possible (taking in to
account any other tempora constraints). Thus, aformula such as

Ga O Ob O Oc

when executed, would ensure that a, b and c are al satisfied as soon as possible. If
necessary, we can add further temporal formulae representing extra ordering within
these constraints, for example to ensure that ¢ can not be satisfied until both a and b
have been satisfied.

Once the object has commenced execution, it continually followsa cycle of check-
ing which rules have antecedents satisfied by the previous state, conjoining together
the consequents of these rules, rewriting this conjunction into a digunctive form and
choosing one of these digunctsto execute. From thisdigunct astateis constructed, with
predicates remai ning fal se unless otherwise constrained. The computation then moves



forward to the next state where this cycle begins again. If a contradiction is found, it
may be possible to backtrack to a previous choice (but see 8§2.5 for restrictions). This
choice is constrained by the currently outstanding eventualities, i.e.,, formulae of the
form {a that have not yet been satisfied. As many as possible of these formulae are
satisfied in the state constructed, starting with oldest outstanding eventuality.

Note that thisbasi c execution mechanism issimilar to that provided for (sequential)
METATEM [3, 10].

We now describe the general operational model for Concurrent METATEM objects ex-
ecuting in the above manner. This incorporates the asynchronous execution of indi-
vidual objects, dynamic attributes of object interfaces, and the communication mech-
anism between objects.

25 Concurrent Object-Based Operational Mode

The computational model used in Concurrent METATEM combines the two notions of
objects and concurrency. Objects are here considered to be self contained entities, en-
capsulating both data and behaviour, and communicating via message-passing. In par-
ticular, Concurrent METATEM has the following fundamenta properties.

1. The basic mechanism for communication between objects is broadcast message-
passing.

2. Objects are not message driven — they begin executing from the moment they are
created and continue even while no messages are received.

3. Each object contains a set of temporal rules representing its behaviour.

4. Objects execute asynchronoudly.

So, rather than seeing computation as objects sending mail messages to each other,
and thus invoking some activity (as in Actor systems [2]), computation in a collection
of Concurrent METATEM objects can be visualised as independent entities listening to
messages broadcast from other objects.

In additionto thisbasic framework, the operational model exhibitsseveral important
features which are described in more detail below.

Communication Mechanism Broadcast communication is used, not only as it is a
flexible and powerful communication mechanism, but also as it has a logica mean-
ing within our system, namely that of passing valuations for predicates throughout the
system.

In order to implement communication as an integral part of execution, we categorise
the basic predicates used in the language, with several categories of predicate corres-
ponding to messages to and from the object, as follows.

— Environment predicates, which represent incoming messages.
An environment predicate can be made trueif, and only if, the corresponding mes-
sage has just been received. Thus, a formulacontaining an environment predicate,
such as ‘push(Y)’, isonly trueif a message of the form ‘push(b)’ hasjust been
received (for some argument ‘b’, which unifieswith *Y’).



— Component predicates, which represent messages broadcast from the object.
When a component predicate is made true, it has the (side-)effect of broadcast-
ing the corresponding message to the environment. For example, if the formula
‘popped(e)’ is made true, where popped is a component predicate, then the mes-
sage ‘popped(e)’ isbroadcast.

— Internal predicates, which have no external effect.

These predicates are used as part of formulae participating in the internal compu-
tation of the object and, as such, do not correspond either to message-sending or
message reception.

This category of predicates may include various primitive operations.

Object Interfaces Networksof Concurrent METATEM objects communi cate viabroad-
casting messages and individual objectsonly act upon certain i dentified messages. Thus,
an object must be able to filter out messages that it wishes to recognise, ignoring al
others. The definition of which messages an object recognises, together with a defin-
ition of the messages that an object may itself produce, is provided by the interface
definition for that particular object.

The interface definition for an object, for example ‘st ack’, is defined in the fol-
lowing way

st ack( pop, push) [ popped, stack-full].

Here, {pop, push} isthe set of messages the object recognises, whilethe object itself is
ableto produce the messages {popped, st ack-ful | }. Notethat these sets of messages
need not be disjoint—an object may broadcast messages that the object itsel f recogni ses.
In this case, messages sent by an object to itself are recognised immediately. Note also
that many distinct objects may broadcast and recogni se the same messages.

Backtracking In genera, if an object’s execution mechanism is based on the execu-
tion of logical statements, then a computation may involve backtracking. Objects may
backtrack, with the proviso that an object may not backtrack past the broadcasting of
amessage. Consequently, in broadcasting a message to its environment, an object ef-
fectively commits the execution to that particular path. Thus, the basic operation of an
object can be thought of as a period of internal execution, possibly involving back-
tracking, followed by appropriate broadcasts to its environment. The analogy with a
collections of humans is of a period of thinking, followed by some (broadcasted) ac-
tion, e.g. speech. Backtracking can occur during thinking, but once an action has been
carried out, it cannot be undone.

3 Extensions of the Basic System

Above, we have described the princi pl esbehind the basic Concurrent METATEM system.
In this section, wewill outline various extensions that have ither been implemented, or
are actively under development.



3.1 Autonomous Objects

There are a variety of extensionsto Concurrent METATEM that allow objects to have
control, to some extent, over their own execution. In particular, these extensions alow
objects to control their interface with their environment.

Dynamic Interfaces Theinterface definition of an object definestheinitial set of mes-
sages that are recognised by that object. However, the object may dynamically change
the set of messages that it recognises. In particular, an object can either start ‘listening’
for anew type of message, or start ‘ignoring’ previously recognised message types. For
example, given an original object interface such as

st ack( pop, push) [ popped, stack-ful ]

the object may dynamically choose to stop recognising ‘pop’ messages, for example
by executing ‘i gnor e(pop) '. This effectively gives the object the new interface

st ack(push)[ popped, stack-ful | ].

Dynamic M essage Queues Each object in the system has, associated with it, a mes-
sage queue representing the messages that the object has recognised, but has yet to
process. The number of messages that an object reads from its message queue during
an execution step isinitialy defined by the object’sinterface. In principle, theexecution
of an object isbased on the set of messages received by the object since the last execu-
tion step it completed. Thus, Concurrent METATEM objects process sets of messages,
rather than enforcing some linearisation on the order of arrival of messages.

We are devel oping extensions to enable the object to dynamically modify its own
behaviour regarding the manipulation of its message queue. The default behaviour of
an object isfor it to, at every execution step, read a sequence of messages from itsinput
gueue up to either the end of the queue, or the repetition of a message. For example, if
the message queueis

pop(a), push(c), pop(d), pop(e), push(c), pop(f), pop(a),
then in one execution step the set of messages read inis

{ pop(a), push(c), pop(d), pop(e) }

and the message queue remaining is

push(c), pop(f), pop(a),

This behaviour can be modified dynamically so that, for example, objects read only
one message a a time from their input queue, or read up to the second occurrence
of either of severa messages. Complex varieties of message queue manipul ation may
be defined, depending on the properties of the Concurrent METATEM objects. Such
an extension is being devel oped through the use of extended primitive predicates (an
aternative approach is through the use of meta-level features [4]).



3.2 Synchronisation Mechanisms

There are two approaches to the synchronisation of asynchronously executing objects
in Concurrent METATEM, outlined as follows.

1. An object asks for something, continues processing, but does something when the
answer arrives.
Thus, arequest is made and execution continues, but when areply isreceived from
the environment, some suitable action is taken.

. O ask
© answer O do it

Here ask is acomponent predicate and answer is an environment predicate.

2. An object asks for something, waits for an answer, and does something when the
answer arrives.
To suspend execution whilst waiting for a synchronisation message, an extra syn-
chronisation rule is added to (1) above, giving:

. O ask
© answer O do it
© ask O answer

If an ask message has been sent, then the only way to satisfy this last ruleis to
ensure that answer is received in the next state. Thus, the object cannot execute
further until the required message arrives, and consequently it is suspended.

Note that, until the appropriate synchronisation message arrives, execution of the
process suspends and no further incoming messages are processed (though they are
recorded).

3.3 Point-to-point message-passing

Although broadcast message passing has been defined as the primitive mechanism for
communication, point-to-point message-passing can be implemented on top of this.
Such amechanism can either be provided as part of the implementation of Concurrent
METATEM, and made available through extra primitives, or can be provided by utilising
meta-level features within each Concurrent METATEM object (see [4] for an outline
of these basic features). To provide point-to-point message-passing using meta-level
features, every Concurrent METATEM object (that wishesto take part in such a scheme)
must include a ‘ meta-rule’ of the form

send(ne, X) O X

withinits definition. Here ‘e’ isthe name of that particular object. Thus, whenever an
object, obj 1, wishesto send the message ‘p(a) ' to another object, obj 2, the following
message must be broadcast by obj 1:

send(obj 2, p(a)).



If such aschemeisenforced in al objects, then point-to-point message passing isavail-
able throughout the system.

An alternative approach is to add an extra destination argument to each message.
Thus, to send the message ‘p(a) ' to object ‘obj 2', we broadcast

p(obj 2, a)
and ensure that therulesin obj 2 itself deal with this appropriately.

3.4 Synchronous Concurrent METATEM

A variation on the basi c execution scheme for Concurrent METATEM isthe devel opment
of Synchronous Concurrent METATEM. In this system, each object executes in step and
messages sent from any object reach all other objects by the start of the next step. This
simplification removes the need for synchronisation using environment predicates, but
also reduces the flexibility of the approach (see [5] for an outline of this approach).

3.5 Groups

Finally, objects are also members of groups. Each object may be a member of severa
groups. When an object sends a message, that message is, by default, broadcast to all
the members of itsgroup(s), but to no other objects. Alternatively an object can select to
broadcast only to certain groups (of which it is a member). This mechanism alowsthe
development of complex structuring within the object space and providesthe potential
for innovative applications, such as the use of groups to represent physical properties
of objects. For example, if we assume that any two objectsin the same group can ‘ se€
each other, then movement broadcast from one object can be detected by the other
object. Similarly, if an object moves ‘out of sight’, it moves out of the group and thus
the objects that remain in the group ‘lose sight’ of it. Examples, such as this (see dso
84.3), show some of the power of the group concept.

4 Examples

In this section we provide a range of examples exhibiting some of the applications of
Concurrent METATEM. Severa of these examples represent abstractions of particular
application areas and, within each example, we will attempt to identify the properties
of Concurrent METATEM that make it suitable for use in that particular area. In addition
to those provided here, other ‘ standard’ examples, such as the dining philosophers and
producer/consumer problems can be defined using Concurrent METATEM.

4.1 Snow Whiteand The Seven Dwarves — A tale of 8 objects

We will first give a‘toy’ example. This not only provides a smple and appealing in-
troduction to Concurrent METATEM, but also exhibits some of the features used later
in more complex systems. This example, taken from [15], is a descendent of the ‘re-
source controller’ example used in earlier papers on METATEM and, as such, isrelated



to avariety of resource alocation systems. However, theindividual objects can be spe-
cified so that they show aform of ‘intelligent’ behaviour, and so thisexample systemiis
also related to applicationsin Distributed Al [12)]. First, abrief outline of the properties
of the leading characters in this example will be given.

The Scenario Snow White has a bag of sweets. All the dwarves want sweets, though
some want them more than others. If a dwarf asks Snow White for a sweet, she will
give him one, but maybe not straight away. Snow Whiteis only able to give awvay one
Sweet at atime.

Snow White and the dwarves are going to be represented as a set of objects in
Concurrent METATEM. Each dwarf has a particular strategy that it uses in asking for
sweets, which is described below.

1. eager initially asks for a sweet and, from then on, whenever he receives a swest,

asks for another.

m m ¢ asks for a sweet whenever he sees eager asking for one.

j eal ous asks for a sweet whenever he sees eager receiving one.

i nsi stent asksfor asweet as often as he can.

court eous asks for a sweet only when eager, ninic, j eal ous and i nsi st ent

have all asked for one.

generous asks for a sweet only when eager, mimc, j eal ous, i nsi stent and

courteous have all received one.

shy only asks for a sweet when he sees no one el se asking.

8. snow whi t e can only alocate one sweet at atime. She keeps alist of outstanding
requests and attempts to satisfy the oldest one first.
If anew request isreceived, and it does not occur in thelist, it is added to the end.
If it does already occur inthelist, it isignored. Thus, if adwarf asks for asweet n
times, he will eventualy receive at most n, and at least 1, sweets.
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This example may seem trivial, but it represents a set of objects exhibiting different
behaviours, where an individual object’s interna rules can consist of both safety and
liveness constraints, and where complex interaction can occur between autonomous
objects.

The Program The Concurrent METATEM program for the scenario described above
consists of the definitionsof 8 objects, given below. To giveabetter idea of the meaning
of the tempora formulae representing the internals of these objects, a brief description
will be given with each object’s definition. Requests to Snow White are given in the
form of anask() message with the name of the requesting dwarf as an argument. Snow
White gives a sweet to a particular dwarf by sending a gi ve() message with the name
of the dwarf as an argument. Finally, upper-case alphabetic characters, such as X and Y
represent universally quantified variables.

1. eager(give)[ask] :
start O ask(eager)
©ygive(eager) O ask(eager)



Initially, eager asks for a sweet and, whenever he has just received a swest, he
asks again.
m ni c(ask)[ask] :
Qask(eager) O ask(ninic)
If eager hasjust asked for a sweet then mi mi ¢ asks for one.
j eal ous(gi ve)[ask] :
©give(eager) O ask(]jeal ous)
If eager hasjust received a sweet then j eal ous asks for one.
i nsi stent [ask] :
start 0 [lask(insistent)
From the beginning of timei nsi st ent asks for a sweet as often as he can.
court eous (ask)[ask] :

(—ask(courteous))Sask(eager) O

(—ask(courteous))Sask(mmc) O

(—ask(courteous))Sask(jeal ous) O

(—ask(courteous))Sask(insistent)
If court eous has not asked for a sweet since eager asked for one, has not asked
for a sweet since ni ni ¢ asked for one, has not asked for a sweet since j eal ous
asked for one, and, has not asked for a sweet sincei nsi st ent asked for one, then
he will ask for a swest.

gener ous(gi ve)[ask] :

(—ask(generous))Sgive(eager) O
(—ask(generous))Sgive(mmc) O
) (J
) (i

O ask(courteous)

(—ask(generous))Sgive(jeal ous) O O ask(generous)
(—ask(generous))Sgive(insistent) O
(—ask(generous)) S gi ve(court eous)
If generous has not asked for a sweet since eager received one, has not asked
for a sweet since ni ni ¢ received one, has not asked for a sweet since j eal ous
received one, has not asked for a sweet since i nsi stent received one, and, has
not asked for a sweet since cour t eous received one, then he will ask for a sweet!
shy(ask)[ask] :
start O {ask(shy)
Qask(X) O -ask(shy)
Qask(shy) O $ask(shy)
shy initially wants to ask for a sweet but is prevented from doing so whenever he
sees some other dwarf asking for one. Thus, he only succeeds in asking for one
when he sees no one el se asking and, as soon as he has asked for a sweet, he wants
to try to ask again!
snow whi t e(ask)[gi ve] :
OQask(X) O $give(X)
give(X) Ogive(Y) O X=Y
If snow white has just received arequest from a dwarf, a sweet will be sent to
that dwarf eventually. The second rule ensures that sweets can not be sent to two
dwarves at the same time by stating that if both gi ve(X) and gi ve(Y) are to be
broadcast, then X must be equal to Y.



Note that, in thisexample, several of the dwarves were only ableto behave as required
because they could observe al the ask() and gi ve() messages that were broadcast.
The dwarves can thus be programmed to have strategies that are dependent on the
behaviour of other dwarves. Also, the power of executable temporal logic is exploited
in the definition several objects, particularly those using the * >’ operator to represent
multiplegoals.

Though this exampleisfairly simple, it does give some idea of how complex inter-
acting systems can be devel oped using Concurrent METATEM. It &l so shows how useful
the model is, particularly when ‘intelligent’ objects (agents) are considered.

We also note that, as the objects behaviour isrepresented explicitly, and in alogical
way, the verification of properties of the system is possible. For example, given the
objects definitions, we are able to prove that every dwarf, except ‘shy’ will eventualy
receive a sweet. (For further work on the verification of properties of such systems,
see [13].)

4.2 Cooperative and Competitive Behaviour

We now extend the type of example given above to incorporate the notion of some
other resource that the dwarves can attempt to exchange with Snow White for sweets,
e.g. money. Note that this example istaken from [11].

The purpose of this extension of the scenario is to show how not only can the
behaviours of single objects be devel oped, but a so how more complex socia structures
can be represented. In particular, we outline how both cooperation and competition can
be represented in Concurrent M ETATEM.

Bidding Initially, we will simply change the ask predicate so that it takes an extra
argument representing the amount the dwarf iswilling to pay for a sweet. Thisenables
dwarvesto ‘bid’ for aswest, rather than just asking for one. For example, dwar f 1 below
asks for a swest, bidding ‘2.

dwar f 1()[ask] :
start O ask(dwarfl,2)

We can further modify a dwarf’s behaviour so that it does not bid more than it can
afford by introducing some record of the amount of money that the dwarf has at any
onetime. Thus, the main rule defining the‘ bidding’ behaviour of adwarf might become
something like
©O[money(N ON=2] O ask(dwarfl,?2)

Note that the behaviour of Snow White might also change so that all the bids are re-
corded then a decision over which bid to accept is made based upon the bids received.
Once a decision is made, gi ve is again broadcast, but this time having an extra argu-
ment showing the amount paid for the sweet. For example, if Shnow White accepts the
bid of ‘2" from dwar f 1, then gi ve(dwarf 1, 2) isbroadcast.

Finally, adwarf whose bid has been accepted, in this case dwar f 1, must remember
to record the change in finances:

©[money(N) Ogive(dwarf1,C] O money(NC



Renewable Resources Dwarves who keep buying sweets will eventualy run out of
money. Thus, we may want to add the concept of the renewal of resources, i.e., being
paid. This can either happen at aregular period defined within each dwarf’srules, e.g.

start 0 noney(100) O paid
O[money(N 0 @OOOpai d) O noney(N+100) O paid

or the dwarf can replenish its resources when it receives a particular message from its
environment, e.g.
dwar f 1(go)[ask] :
start 0 noney(100)
© (money(N) Ogo) O nmoney(N+100)

Competitive Bidding As the bids that individual dwarves make are broadcast, other
dwarves can observe the bidding activity and can revise their bids accordingly. We saw
earlier that the ‘mi mi ¢’ dwarf asks for a sweet when it sees the ‘eager’ dwarf asking
for one. Similarly, dwar f 2 might watch for any bidsby dwar f 1 and then bid more, e.g.,

Olask(dwarf1,B) Onyhigh(M OB>M O ask(dwarf2, B+1) O nyhi gh(B+1)

Although we will not give further detailed examplesin thisvein, itisclear that arange
of complex behaviours based upon observing others' bids can be defined.

Borrowing Money Above we showed how individual dwarves might compete with
each other for Snow White's sweets. Now, we will consider how dwarves might co-
operate in order to get sweets from Snow White. In particul ar, we consider the scenario
where one dwarf on its own does not have enough money to buy a sweet, and thusre-
quires a loan from other dwarves. In order to borrow money from other dwarves to
enable a single dwarf to buy a swest, the dwarf can broadcast a request for a certain
amount. For example, if the dwarf (dwar f 3 in this case) knows that the highest amount
bid for a sweet so far is X and he only has Y, then he can ask to borrow X- Y, possibly
as follows.

dwar f 3(1 end)[bor r ow, ask] :
©[hi ghest (X) Ononey(Y) OX>Y] O borrow( dwarf3, (X-Y)+1)

Now, if another dwarf, say dwar f 4, offers to lend a certain amount, say Z, to dwar f 3,
then another rule recording the loan must be added to dwar f 3's rule-set:

Ol end(dwarf4, dwarf3,2) Ononey(Y)] O rmoney(Y+Z) O owe(dwarf4,2)

L ending Behaviour Dwarves might have various strategies of lending and borrowing
money. For example, perhaps a dwarf won't lend any more money to any dwarf who
gtill owes money. Further, a dwarf might be lesslikely to lend money to any dwarf who
has never offered to help his previous requests.

Again, avariety of strategies for lending and borrowing in this way can be coded in
Concurrent METATEM. Rather than giving further examples of this type, we next con-
sider the use of groupsin the development of structured systems of interacting objects.



4.3 Societies of Dwarves

As described earlier, as well as the notion of autonomous obj ects, Concurrent META-
TEM also providesalarger structuring mechanism throughthe‘ groups’ extension. This
restricts the extent of an object’s communications and thus provides an extra mech-
anism for the development of strategies for organisations. Rather than giving detailed
examples, we will outline how the group mechanism could be used in Concurrent MET-
ATEM to develop further cooperation, competition and interaction amongst objects.

Again, we will consider a scenario similar to Snow White and the Seven Dwarves
described above, but will assume the existence of a large number of dwarves, and
possibly several Snow White's! We will outline several examples of how the grouping
of these objects can be used to represent more complex or refined behaviour.

Collective Bidding If we again have a situation where dwarves bid for sweets, then
we can organise cooperation within groups so that the group as a whole puts together
abid for a sweet. If successful, the group must also decide who to distribute the sweet
to. Thus, a number of groups might be cooperating internally to generate bids, but
competing (with other groups) to have their bid accepted.

Forming Subgroups Within a given group, various subgroups can be formed. For ex-
ample, if several members of a group are unhappy with another member’s behaviour,
they might be able to create anew subgroup within the old groupingwhich excludesthe
unwanted object. Note that members of the subgroup can hear the outer group’s com-
munications, while members of the outer one cannot hear the i nner group’s communic-
ations. Although we have described thisas aretributive act, such dynamic restructuring
is natural as groupsincreasein size.

As we have seen above, by using a combination of individua object strategies and
of grouping objects together, we are able to form simple societies. In particular, we
can represent societies where individual s cooperate with their fellow group members,
but where the groups themselves compete for some global resource. Although our ex-
amples have been based upon objects competing and cooperating in order to get a
certain resource, many other types of multi-agent system can be devel oped in Concur-
rent METATEM. Finadly, it isimportant to note that there is no explicit global control or
global plan in these examples. Individua objects perform local interactions with each
other and their environment.

4.4 Distributed Problem Solving

The next example wewill ook at istaken from [13], and defines simpl e, abstract distrib-
uted problem solving systems. We will assume that individual problem-solving objects
can be implemented in Concurrent METATEM and will look at how such objects can be
organised to form useful problem-solving architectures.



Hierarchical Problem Solving Once we have defined individual problem solvers, for
example simple planner objects, we can construct distributed problem solving systems.
The simplest approach is for one object to assign sub-plans to individual problem-
solvers. This can be achieved by defining an appropriate manager object which knows
about a variety of other problem-solving objects, can split a plan up and can assign
a particular sub-problem to a specific object. This approach would involve the use of
point-to-point message passing as the manager only wishesto pass each task on to one
specific object.

Group Problem Solving While the above approach is often used in real problem-
solving systems, a more dynamic and flexible architecture can be defined by utilising
the facility, in Concurrent METATEM, for having multiple objects recognising the same
messages. In particular, we can, in away similar to the Contract Net approach [22],
broadcast sub-problems to be solved to a set of objects. Each object might attempt to
solve the problem in its own way, but the top-level object again waits until at least one
solution has been returned from the set of objects. Note that the manager object in this
case need not know exactly what other problem-solving objects exist.
We might define such a Concurrent METATEM system below.

manager (sol utionl)[ probl eml, sol vedl]:
start O $probl en;
©solutionl O sol vedl.

sol vera( probl en?)[sol ution2]:
Oproblen?2 O sol ution2.

sol ver b( probl eml)[sol ution2]:
Qproblenl O {sol utionl.

sol verc(probl emt)[sol utionl]:
Qproblenl O {sol utionl.

Here, sol vera can solve a different problem from the one manager poses, while
sol ver b can solve the desired problem, but doesn’t announce the fact (as sol uti onl
is not a component proposition for sol ver b); sol ver ¢ can solve the problem posed
by manager , and will eventually reply with the solution.

Cooperative Problem-Solving We now look at a refinement of the above system,
where sol ver ¢ has been removed and replaced by by two objects which together can
solve probl ent, but can not manage this individually. These objects, called sol ver d
and sol ver e are defined bel ow.

sol verd(probl ent, sol utionl.2)[solutionl]:
(@solutionl.2 O 4 problent) O $sol utionl.

sol vere(probl ent)[sol utionl.2]:
Oproblent O {sol utionl. 2.



Thus, when sol ver d receives the problem it cannot do anything until it has heard from
sol vere. When sol ver e receives the problem, it broadcasts the fact that it can solve
part of the problem (i.e., it broadcasts sol uti onl. 2). Whensol ver d seesthis, it knows
it can solve the other part of the problem and broadcasts the whol e solution.

More complex problem-solving architectures can be developed in a similar way.

45 Process Control

Next, we will describe an example system presented in [8] which models smple rail
networks and the movement of trains within them. The essentia properties of this ex-
ample are that each station is represented by a Concurrent M ETATEM object, and each
object knows the identity of the next stations on its ling(s). We then define a generd
protocol interms of permissions for trainsto enter stations and the generd goal of each
station to move trainson. Finaly, we add initial conditionssuch astheinitial placement
of trains within the system. As the set of Concurrent METATEM objects execute, they
communicate with each other in order to organise the movement of trains around the
system.

The Scenario First we will give a brief outline of the problem, then we show how
the elements can be abstractly modelled and prototyped using Concurrent METATEM.
Here, we model, abstractly, the behaviour of several networks of stationswithin arail -
way system. We do not intend to describe all the details, but simply present executable
temporal logic programs that characterise the general behaviour of the system. Con-
sequently, the model we use will not correspond directly to a real-life transport system.
It represents an abstraction of such a system exhibiting severd features fundamentd to
the behaviour of transport systems. We will 1ook at various configurations of lines and
stations, and will use the following simplifying restrictions.

— Each station can be occupied by at most onetrain.

— Each trainis assigned to a particular line, and can only ever travel on that line.

— Trains can only travel in one direction on a particular line, and each line has a
direction associated with it.

— Networks consists only of stations, connected to each other.

Sample Network We will now show how a particular rail configuration can be rep-
resented in Concurrent METATEM by constraints within objects. This example, while
being simple, represents an abstraction of the typical properties of many networks. We
describe the network using the following predicates:

station(S) — the names of the stations.

line(T, L) —thelinel of each trainT.

has(S, T) — apredicate storing the name of thetrain T currently at station S.

next (S1, L, S2) — a predicate which stores, for each station S1, and line L, the next
station S2.



Wheress, in general, predicates can change value as the execution progresses, we con-
strain the st ati on and next predicates as being constant throughout time.

The particular network given here consists of two lines, one moving clockwise and
one moving anti-clockwise, as shown in Figure 1. Thus, the lines join at station ‘D’,

Fig.1. A double ring network

split at station ‘F', and use same track at station ‘E’. So, if ‘upper’ is the line running
through A-B—C-D—E—F-A and ‘lower’ isthe line running through G-H-1-D—E-F-G,
then the definitions of next are as follows

next (A upper, B), next (D, upper, E), next (D, | ower, E), next(G | ower, H),
next (B, upper, C), next (E, upper,F), next(E lower,F), next(H, | ower,1),
next (C, upper, D), next(F, upper,A), next(F,lower, G, next(l,!|ower,D)

The initial configuration uses two trains on each line; trains*1" and ‘2’ run only on the
upper line, whiletrains ‘3’ and ‘4’ run only on the lower line. The initial placement of
thesefour trainsistrain ‘1’ at station‘C’, train ‘2’ at station‘E’, train ‘3’ at station 'F,
and train ‘4’ at station ‘H’.

Station ‘D’ differs from the other stations in this example in that it has two entry
points — station ‘C’ on the upper line and station ‘I’ on the lower line. This ‘mer-
ging’ station reguires more sophisticated control rules than the single-entry stations.
The initial configuration for the doubleringis:

has(trainl,C, has(train3,F),
has(train2,E), has(train4, Q

TheProgram We will now show how therail configurations described above together
with the movement of trains between stations can be modelled in Concurrent META-
TEM. Each station will be represented as a separate Concurrent METATEM aobject and
we will introduce a communication protocol which will enable stations to negotiate
the passing of trains between stations. Thus, rather than having a global model of the
system, the state of each station will be represented locally, with the station’shas and
next constraintsbeing private to that station. Thus, for example, the Concurrent MET-
ATEM object representing station * F' in the doublering network described above would
contain the following initial constraints



station(F), has(train3)
together with the following network details
next (upper, A), next (1 over, Q

Each separate station will use the same set of Concurrent METATEM rules. The only
differences between stations will be their local next and has constraints. These for-
mul ae representing initial placement and network configuration will thus be partitioned
amongst the appropriate objects. The rules will use the predicates defined earlier, to-
gether with the extrapredicatesr equest (), pernit (), and noved() , whose effect can
be described as follows.

request (S, T) — a request message which is broadcast asking for permission for
train T to move to station S.

permt (S, T) — amessage which is broadcast permitting train T to move to station
S.

moved(S, T) — amessage which is broadcast as train T moves to station S.

Thus, in order for atrain to move, the station it occupies must request the ‘next’ station
for permission to move the train on. A station can only give permission for atrain to
movetoit if the station is currently empty and no permission has been given to another
train. The interface definition for each station object is simply

station(request, pernit, moved)[request, pernit, moved].

showing that each station object both recognises and broadcasts instances of r equest ,
permt and noved messages. The interna definition of each station is represented by
a set of 9 rules, described below. Note that, as usual, all upper-case letters represent
universally quantified variables. Also, thevariables T1, T2 and T3 represent trains, while
S1 and S2 represent stations.

1. ©[has(Tl) Oline(Tl, L) Onext(L, S1) O-noved(SL, T1)] O has(T1)
If astation had a train, and the train has not moved, then the station still has that
train. Note that this can be seen as a simple frame condition.

Ol has(T1) Oline(T1, L) Onext(L, S1)]
O O request(SL, T1)
(-request (S1, T1))Z(=has(T1))

If astation had atrain, and arequest to move thetrain on has not been made during
thistime, then the station will make such arequest to the next station on thetrain’s
line.

3. @[ has(T1) Oline(T1, L) Onext (L, S1) Operm t(S1, T1)] O noved(S1, T1)
If astation had atrain, and it has just received permission to move the train on to
its next station, then the train can be moved to its next station.

4. ©[station(S2) Onoved(S2, T1)] O has(T1)

If atrain has just moved to a station, then that station has it.



5. @[station(S2) Onoved(S2, T1)] O =-permt(S2, T2)

If atrain has just moved to a station, then that station cannot give permission to
any other trains to move to that station.

6. ©@[station(S2) Orequest(S2, T1)] O $pernit(S2, T1)

If astation receives arequest for atrain to be moved to the station, then eventually
it will give permission for this move.

7. [station(S2) Opernmt(S2, T2) Opernmit(S2, T3)] O T2=T3
A station can only ever give permission to one move a atime.

8. @[station(S2) Thas(T1)] O =pernit(S2, T2)

If astation has atrain, then it can not give permission to any train wanting to move
to the station.

9. ©@station(S2) O (-moved(S2, T1))Spermt(S2, T1) O -permt(S2, T2)
If a station has given permission for a move, but the move has not yet occurred,
then the station can not give permission for any move (until the outstanding move
has been compl eted).

Again, though the above examples are simple abstractions of railway networks, they
exhibit features found in much larger, more complex rail systems. We also note that the
tempord rules within each object encapsulate both the protocol for transferring trains
and the goal of moving them along theline. As each stationis represented by an object,
it has complete control over both the station’s state and the permissions granted to other
stations to send trains forward.

4.6 Fault Tolerant Systems

We next consider an application which utilises the combination of broadcast message-
passing and group structuring found in Concurrent METATEM. Many real-life fault-
tolerant systems, such as Distributed Operating Systems [6], utilisethe power of broad-
cast message-passing to provide duplication of important resources. One common ap-
proach isthat of ‘process pairs' [7]. In this section, we outline the use of process pairs
for fault-tolerance, exhibiting the prower of the model of communication that we use.
It will hopefully be obvious to the reader that such systems can aso be developed in
Concurrent METATEM.

Consider an ‘essential’ process in a distributed operating system, for example a
network server of some kind. Thiscan berepresented asthe primary processin Figure 2.
Here, this process, if represented in Concurrent M ETATEM, might have an interface of
the form

primary(rl,...,rn)[al,..., an

wherer 1 tor n aretherequeststhat the process recognises, whileal toamarethereplies
that it might send. The secondary object listens for exactly the same messages — this
is possible since al requests are broadcast. Further, the secondary object simulates
the behaviour of the primary object, with the exception that it does not broadcast any
messages of its own. Thus the secondary object would have the following interface.

secondary(rl,...,rn)[ ]



PRIMARY — SECONDARY

Fig. 2. A Process and its ‘ shadow object’

Now, the secondary object also notesthe primary object’sactivity. If the primary object
has not responded to a request for a specific amount of time, the secondary object
assumes that the primary object’s processor has ‘crashed’ and takes over the duties
associated with the service. Thisrequires changing the object’sinterface so that it now
broadcasts replies. At this stage, the secondary object has become the primary one and
it spawns a new copy of itsdlf to act as the new secondary one. Thisfinal configuration
is shown in Figure 3. In this way, fault-tolerance can be added ‘seamlessly’ to certain

\
=,
< @ -©

Fig. 3. Secondary object takes over.

types of distributed systems. Note that, to implement thisin Concurrent METATEM we
require both the ability to dynamically change an object’s interface and the ability to
create new objects. It should be clear from this example, that it is the use of broadcast
message-passing that is the main reason for the utility of such an approach.



4.7 Heterogeneous Systems

Finally, we note that the set of rulesin each Concurrent METATEM object is effectively
a specification of the behaviour of that object (under a particular operational interpret-
ation). Thus, we can also view Concurrent METATEM as a framework for specifying
heterogeneous systems, with each object being implemented in severa possible ways.
As long as each object satisfies its specification and observes the protocols regarding
communication, then the real implementation of the object can be anything: a Cobol
program, a Prolog program, a ‘red’ item of hardware, even ahuman.

5 Concluding Remarks

Concurrent METATEM not only provides a novel model for the simulation and imple-
mentation of reactive systems, but also incorporates executable temporal logic to im-
plement individua objects. Consequently, such objects have explicit logica semantics
and the behaviour of certain types of system is easily coded as temporal logic rules.
Concurrent METATEM has potentia applicationsin a wide range of areas, for example
simulation and programming in concurrent and distributed systems, the devel opment of
distributed algorithms, distributed process control, distributed learning/problem solv-
ing, and multi-agent Al. An advantage of this approach, at least when representing
certain systems from Distributed Al, is that the modd follows the way in which hu-
mans communicate and cooperate.

5.1 Implementation

An implementation of (propositional) Concurrent METATEM has been developed. This
program provides a platform on which simple experimentsinto both synchronous and
asynchronous systems can be carried out. Experience with this system is directing the
implementation of full (first-order) Concurrent M ETATEM. Future implementation work
will includethe devel opment of efficient techniques for recognising and compiling both
poi nt-to-point message-passing and groups via multi-cast message-passing.

5.2 Redated Work

In [16], Gehani describes Broadcasting Sequential Processes (BSP) which isalso based
on the asynchronous broadcasting of messages. Asin Concurrent METATEM, objects
may screen out certain messages, but not only is the identity of the sender always in-
corporated into a message, but also objects cannot manipul ate their message queue as
isintended in Concurrent METATEM. One, more fundamental, difference between BSP
and our approach is that objects in BSP are message driven. The Linda model [17]
has some similarities with this approach in that the shared data structures represented
in the Linda tuple space can be seen as providing a broadcast mechanism for data
However, our computational model fixes much more than just the basic communica
tion and distribution system. As mentioned earlier, the Concurrent METATEM model
has some similarities with the Actor model, the main differences being the ability to



act in anon message-driven way, the ability to process sets of incoming messages, and
the ability to synchronise with other objects. Maruichi et. a. [18] use a model of com-
putation similar to Concurrent METATEM for their investigationin DAI systems, while
several distributed operating systems aso use the notion of process groups (what we
cal ‘groups’) in order to group processes (objects) together [6].

Various executable temporal 1ogics have been developed, for example [19, 1], but
few have incorporated the notions of concurrency and we know of none that are based
upon a computational model similar to the one described here. However, one compar-
able approach is Shoham’s work on Agent Oriented-Programming (AOP) [21]. Here,
individual agents are represented within a multi-modal logic, which is more concerned
with the beliefs, intentions and actions of agents that we are here. Further, both the
logical basis and the model of computation use in AOP are different to that considered
here.

5.3 Futurework

Given an object’s interface definition, the internal computation method can be defined
in any way that is consistent with the interface. The possibility of using a mixture of
languages for the each object’s internal computation will be investigated. Within the
Concurrent METATEM model, both point-to-point message-passing and synchronous
processes can be developed. The current Concurrent M ETATEM interpreter aready in-
cludes the possibility of executing objects synchronoudly, but more support needs to
be added to ensure that, if point-to-point message-passing is defined using broadcast
message-passing, it remains efficient.

We also intend to look at the incorporation of dynamic object creation into the
Concurrent METATEM system. On the formal side, we are developing a specification
and development framework for Concurrent METATEM systems and looking at giving
an algebraic semantics for Concurrent METATEM, for example based upon [20].
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