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Abstract. This paper investigates the properties of argumentatased dialogues
between agents. It takes a previously defined system by vagehts can trade
arguments, and examines how different classes of protémoikis kind of inter-
action can have profoundly different outcomes. Studyirghsiiasses of protocol,
rather than individual protocols as has been done prevjioakbws us to start to
develop ameta-theonryof this class of interactions.

1 Introduction

Research into the theoretical properties of protocols foitiragent interaction can be
crudely divided into two camps. The first camp is broadly ebtarised by the applica-
tion of game and economic theory to understanding the ptiegesf multi-agent pro-
tocols; this camp includes, for example, research on augtiotocols and algorithmic
mechanism design. The second camp may be broadly chasactési an understanding
of agents as practical reasoning systems, which interactlier to to resolve differences
of opinion and conflicts of interest; to work together to fgsalilemmas or find proofs;
or simply to inform each other of pertinent facts. As worklie former camp has been
informed by game and economic theory, so work in this lateng has been informed
in particular by research in the areaasfjumentatioranddialogue gamesExamples of
argumentation-based approaches to multi-agent dialdgaksie the work of Dignum
et al.[4], Kraus [12], Reed [19], Schroedet al.[20] and Sycara [21].

The work of Walton and Krabbe has been particularly influedrit argumentation-
based dialogue research [22]. They developed a typologinfer-personal dialogue
which identifies six primary types of dialogues and threeedikypes. The categoriza-
tion is based upon: what information the participants eanfetat the commencement
of the dialogue (with regard to the topic of discussion); td@als the individual partic-
ipants have; and what goals are shared by the participaydts ge may view as those
of the dialogue itself. Thidialogue gameiew of dialogues overlaps with work on con-
versation policies (see, for example, [3, 6]), but differsonsidering the entire dialogue
rather than dialogue segments. As defined by Walton and I€tahb three types of di-
alogue we have considered in our previous work &rearmation-Seeking Dialogues



(where one participant seeks the answer to some questiooifs)another participant,
who is believed by the first to know the answer(&)jjuiry Dialoguegwhere the partic-
ipants collaborate to answer some question or questionsenduaswers are not known
to any one participant); anéersuasion Dialogue@vhere one party seeks to persuade
another party to adopt a belief or point-of-view he or shesdoet currently hold).
Persuasion dialogues begin with one party supporting é&p&at statement which the
other party to the dialogue does not, and the first seeks wiromsthe second to adopt
the proposition. The second party may not share this olgcti

Our previous work investigated capturing these types abdige using a formal
model of argumentation [2], and the basic properties andptexity of such dialogues
[15]. Most recently, we have looked at how the outcomes cfdtdtalogues can depend
upon the order in which agents make utterances [16]. Herteae this investigation,
by moving from the study of particular protocols to the studyclasses of protoco]s
and the properties of those classes. These results, tre(vay preliminary) results
about themeta-theonpf argumentation-based dialogues. The advantage of thisgeh
in perspective is that our results are robust—they hold faider range of possible
dialogues—and more wide-reaching that we have been ablatéinchitherto, permit-
ting a more complete analysis of argumentation-basedglia®. Note that, despite the
fact that the types of dialogue we are considering are drawm the analysis of human
dialogues, we are only concerned here with dialogues betesificial agents. Unlike
Grosz and Sidner [10] for example, we choose to focus in thig w order to simplify
our task—dealing with artificial languages avoids much &f domplexity of natural
language dialogues.

2 Background

In this section, we briefly introduce the formal system ofuangntation that underpins
our approach [1], a system that extends Dung [5] with prefege. We start with a
(possibly inconsistent) knowledge basewith no deductive closure. We assumg
contains formulas of a propositional langua@jehat- stands is the classical inference
relation, ands stands for logical equivalence. An argument is a propasdiad the set
of formulae from which it can be inferred:

Definition 1. An arguments a pairA= (H, h) wherehis a formula of andH a subset
of X' such that:
1.H is consistent;
2.HF h;and
3.H is minimal, so no proper subsetdfsatisfying both (1) and (2) exists.

H is called thesupportof A, written H = Support@) andh is theconclusionof A,
written h = Conclusionf).

We thus talk ot beingsupportedoy the argumentH, h)

In general, since” is inconsistent, arguments iA(Y'), the set of all arguments
which can be made fro, will conflict, and we make this idea precise with the notion
of undercutting



Definition 2. Let A; andA; be two arguments ofA(X). A; undercuts A iff 3h €
SupportA;) such thath = ~ConclusiorfA, ).

In other words, an argument is undercut iff there is anothguraent which has as its
conclusion the negation of an element of the support for teedrgument.

To capture the fact that some facts are more strongly belithvan others, we as-
sume that any set of facts has a preference order over it. Yose that this ordering
derives from the fact that the knowledge basés stratified into non-overlapping sets
X, ..., 2y such that facts it); are all equally preferred, and are more preferred than
those inXj wherej > i. The preference level of a nonempty sulidetf X, levelH),
is the number of the highest numbered layer which has a member

Definition 3. LetA; andA; be two argumentsigl(X'). A is preferredto A, according
to Pref, Pref(A;, A2), iff levelSupportA;)) < levelSupportAz)).

By > we denote the strict pre-order associated Witef. If A; is preferred toA,,
we say that; is strongerthanA,!. We can now define the argumentation system we
will use:

Definition 4. An argumentation systeifAS) is a triple(A(X'), Undercut Pref) such
that:

o A(X) is a set of the arguments built frof,

e Undercutis a binary relation representing the defeat relationsbtp/ben arguments,
UndercutC A(X) x A(X), and

e Pref is a (partial or complete) preordering gi{X) x A(X).

The preference order makes it possible to distinguishrdiffetypes of relation between
arguments:

Definition 5. Let A, Az be two arguments ofl(X).

e If A; undercuts; thenA,; defends itselagainstd, iff A; P A,. Otherwise A
does not defend itself

¢ A set of argumentsS defends Aff: V B undercutsA and A does not defend itself
againsB thend C € S such thalC undercutdB andB does not defend itself agairst

We write Cundercutpref 10 denote the set of all non-undercut arguments and argisment
defending themselves against all their undercutting agntm The sef of acceptable
arguments of the argumentation systedA{Y’), Undercut Pref) is the least fixpoint of

a functionF [1]:

S CAX)
F(S) ={(H,h) € A(X) | (H,h) is defended by S}

Definition 6. The set ofacceptablearguments for an argumentation systémy(Y),
Undercut Pref) is:

S =[JFi»0(0)
- CUndercutPref U [U ]'-iZl(CUndercutPref)}

L we acknowledge that this model of preferences is rathefictge and in the future intend to work to relax it.



An argument isacceptabléf it is a member of the acceptable set, and a proposition is
acceptabléf it is the conclusion of an acceptable argument.

Definition 7. If an agentA has an acceptable argument for a proposifipthen the
statusof p for that agent isacceptedwhile if the agent does not have an acceptable
argument fop, the status op for that agent isot accepted

An acceptable argument is one which is, in some sense, pginves all the arguments
which might undermine it are themselves undermined.

3 Locutions and attitudes

As in our previous work, agents put forward propositions aodept propositions put
forward by other agents based on their acceptability. Tlaetocutions and the way
that these locutions are exchanged define a fodiadbgue gamevhich agents engage
in.

Dialogues are assumed to take place between two agentgaimpée calledP (for
“pro”) and C (“con”). Each agent € {P,C} has a knowledge base;;, containing
its beliefs. In addition, each agenhas a further knowledge ba&s, visible to both
agents, containingommitmentsnade in the dialogue. We assume an agergimmit-
ment stords a subset of its knowledge base. Note that the union of therdtment
stores can be viewed as the state of the dialogue at a given 8ince each agent has
access to their private knowledge base and both commitrienetss agent can make
use of(A(X; U CS(j)), Undercut Pref) wherei,j € {P,C} andi # |.

All the knowledge bases contain propositional formulas arelnot (necessarily)
closed under deduction, and moreover all are stratified yedeof belief as discussed
above. Here we assume that these degrees of belief areastdtibat both the players
agree on them (acknowledging that this is a limitation of tgpproach).

With this background, we can present a set of dialogue mda=sed on those first
introduced in [15], and then modified in [14]. Each locuti@sta rule describing how to
update commitment stores after the move, and groups of nf@axesconditions under
which the move can be made—these are given in terms of theésagessertion and
acceptance attitudes (defined below). For all moves, pRyeldresses thigh move of
the dialogue to playet.

assertp) wherepis a propositional formula.

CS(P) = CS-1(P) U {p} andCS(C) = CS_.(C)

Herep can be any propositional formula, as well as the specialacier/, discussed
below. This makes a statement that the agent is preparedkalpavith an argument.

assertS) whereSis a set of formulas representing the support of an argument.

CS(P) = CSP)i—1 USandCS(C) = CS_1(C)



acceptp) pis a propositional formula.
CS(P) = CS-1(P) U {p} andCS(C) = CS_,(C)

This explicitly notes thaP agrees with something previously stated@y

rejectp) pis a propositional formula.
CS(P) = CS-1(P) andCS(C) = CS-+(C)
This explicitly notes thaP disagrees with something previously statedy

challengép) wherepis a propositional formula.
CS(P) = CS_1(P) andCS(C) = CS_:(C)

A challenge is a means of making the other player explictiyesthe argument sup-
porting a proposition that they have previously assértedcontrast, a question can be
used to query the other player about any proposition.

questiorip) where p is a propositional formula.
CS(P) = CS-1(P) andCS(C) = CS_:(C)

questionis used to start an information-seeking dialogue. The lastlbcutions are
used to start particular types of dialogue [14]:

know(p) where p is a propositional formula.
C§(P) = CS-1(P) andCS§(C) = CS-1(C)

know(p) is a statement akin to “do you know thait true”, which kicks off a persuasion
dialogue.

prove(p) where p is a propositional formula.
CS(P) = CS_1(P) andCS(C) = CS_+(C)

proveg(p) is an invitation to start an inquiry dialogue to prove whetpés true or not.
This is the set of moves\tEK from [14], an expansion of those in [15] that allows for
more elegant dialogués

The way in which these locutions are used will be determinethb protocol used
(examples of which are given below) and #itéitudeswhich control the assertion and
acceptance of propositions. Following our previous ingasion [15, 16], we deal with

2 In this system it is only possible to issue a challenge foraesitionp following anasser{p)
by the other agent.

3 The locutions inMES are similar to those discussed elsewhere, for example [7tH@ugh
there is naetract locution



“thoughtful/skeptical” agents that can assert any prdposp for which they can con-
struct an acceptable argument, and will accept any prapogitfor which they can
construct an acceptable argument. Whatever the protoz@lgant is allowed to repeat
exactly the same locution (down to the proposition or prdjmoss that instantiate it)
without immediately terminating the dialogue.

We refer to the system described hereds irrespective of the protocol that con-
trols the exchange of locutions.

4 Types of dialogues

Previously [15], we defined three basic protocols for infation seeking, inquiry and
persuasion dialogues. These were subsequently updatéd]irahd despite their ap-
parent simplicity, have proved to be theoretically verfric

4.1 Information-seeking

The following protocol, denotedsS, is unchanged from [15] and captures basic infor-
mation seeking:

1. Aasksguestiorp).

2. Depending upon the contents of its knowledge-base arab#srtion attitudeB
replies with eitheasser{p), asser{—p), or asserfl/), wherel{ indicates that, for
whatever reasor3 cannot give an answer.

3. A eitheracceps B's response, if its acceptance attitude allowsclallengs. U/
cannot bechallengel, and as soon as it is asserted, the dialogue terminatesutith
the question being resolved.

4. B replies to achallengewith anasser{S), whereSis the support of an argument
for the last proposition challenged By

5. Go to (3) for each proposition f&in turn.

When the dialogue terminates wittacceping the subject of the dialogue, the dialogue
is said to besuccessful

Note thatA acceps whenever possible, only being ablectmallengewhen unable
to accept

4.2 Inquiry
The inquiry protocoZ” from [14] is:

1. B proffersprovep), inviting Ato join it in the search for a proof gf.

2. Aassertg] — p for someq ori/.

3. Bacceptg] — p if its acceptance attitude allows, challengs it.

4. Areplies to achallengewith anassertS), whereSis the support of an argument
for the last proposition challenged By

. Go to (2) for each propositiae Sin turn, replacingy — p by s.

. Bassersq, orr — qfor somer, ori{.

o Ol



7. If A(CSA)UCSB)) includes an argument farthat is acceptable to both agents,
then firstA and therB accepiit and the dialogue terminates successfully.

8. If atany point one of the propositions is not acceptabntagent, it issuesraject,
and the dialogue ends unsuccessfully.

9. Goto 6, reversing the roles AfandB and substituting for g and some for r.

This protocol has some core steps in common Withdialogues, and we discuss these
below.

4.3 Persuasion

The persuasion protoc®!’ from [14] is:

1. Aissues &now(p), indicating it believes that is the case.
2. A assersp.
3. B accepspif its acceptance attitude allows, eBeitherassers —p if it is allowed
to, or elsechallengs p.
4. If B asserts-p, then go to (2) with the roles of the agents reversed-gmah place
of p.
5. If B haschallengel, then:
(a) A asserts, the support fop;
(b) Go to (2) for eacls € Sin turn.
6. If Bdoes nothallengethen it issues eithexcceptp) or rejectp), depending upon
the status op for it.

Note that this kind of persuasion dialogue does not assuat@tfents necessarily start
from opposite positions, one believipgand one believing-p. Instead one agent be-
lieves p and the other may believep, but also may believe neithgrnor —p. This

is perfectly consistent with the notion of persuasion sstggeby Walton and Krabbe
[22].

ProtocolsZS, 7”7, andP’ define a range of possible sequences of locutions, and
we call these sequencdmloguegthe relationship between the two is exploreed more
in [14]). Here a protocol is a blueprint for many differenaldligues, depending on the
beliefs of the agents who use the protocol. We will refer tp dialogue under th&X
protocol as anX dialogue”.

5 Classes of protocol

We have previously [15, 16] studied the properties of thbseet individual protocols.

Here we extend this work, investigating whether there aoperties, especially prop-
erties related to the outomes of dialogues under theseqmistdhat are determined by
the structure of the dialogues.



A: questiorip)
B: assertp)

A: challengép)

B: assert(|J;{s}i=1..n)
. challengés: )
assert{s:})
accepfs)
challengés;)
assert{s:})
accepfs;)

>m>>m>

.A: challengés.)

B: asser{{s\})
A: accepfs))

A: accept(|J;{s}i=1..n)
A: acceptp)

Fig. 1. An example information-seeking dialogue
5.1 The general shape of dialogues

We start by considering the structure of A dialogue, the general form of which
will be as in Figure 1. The dialogue is written to emphasiz tme way to think of it is
as a set of sub-dialogues. There is an outer dialogue of khcatons, inside that there
is another 3 locution dialogue, which in turn has a sequehtte@e-locution dialogues
inside it. Looking at the other kinds of dialogue defined ab@veals that they not only
do they have a similar structure [14], but that the sub-djaés they contain have the
same structure. We can exploit this structure to obtain igemesults about dialogues
constructed in this way.

We can consider the repeated sub-dialogue in Figure 1 to la¢oanic protocdt,
which, along with some additional ones identified in [14p¢aj with a set of rules for
combining them) are sufficient to construct the protocolsgiabove. These are similar
in concept to conversation policies [8], being fragmentsfrwhich a dialogue can be
created. The atomic protocol distilled from the repeatdutdialogue in Figure 1 we
call A. This starts following amsser{X) and runs:

A: challengégX)
B: assertY)
A: acceptX) or rejectX)

whereX andY are variables, an¥ is the support for whatever proposition instanti-
atesX. By analogy with theZS dialogue, we say that afy dialogue issuccessfuif it
concludes with aaccept

* In the sense that it cannot be broken down further and yiettagnisable protocol.



p

{s1, ..., sn}
/N
{s1} - {sn}

Fig. 2. An A dialogue.

Additional A dialogues may be nested inside the dialogue generated Hyib
tocol, and typically we will have a series of such dialoguterahe assert(just as in
Figure 1). This corresponds to the construction @i@of treefor X. Thus if theX is
instantiated withp andY with S = {s,,...s}, then the proof tree unfolded by the
instance ofA above, and subsequehtdialogues about eachwill build the proof tree
in Figure 2. This figure denotes that the ést, . .., s,} is the set of grounds fqs, and
that eacts has a set of grounds }.

Definition 8. Thesubjeciof a dialogue ip iff the first locution in the dialogue concerns
p.

Definition 9. Consider two dialogueB andE. D is said to beembeddedn E if the
sequence of locutions that make Dps a subsequence of those that makdup

Definition 10. Consider two dialogue® andE. D is said to balirectly embeddeth E
if D is embedded it and there is no dialogue such thaD is embedded ifr andF is
embedded iD.

If D is embedded irE but is not directly embedded ig, then there are one or more
intermediatedialoguesk, such thatD is embedded ifr andF is embedded irk. In
such a case evefyis said to bébetween DandE. In Figure 1, the dialogue:

A: challengés,)
B: assert{s:})
A: accepts;)

is embedded in the dialogue:

A: questiorip)
B: asserfp)

A: acceptp)
and directly embedded in thedialogue:

A: challengép)
B: assert(lJ{s}i=1..n)



A éccept(Ui{S}izl...n)

If both D andE are carried out undek then the only reasonable ways to emii®d
E is to haveD follow the assertin E, or to follow another dialogu€ that is already
embedded ik.

Definition 11. Consider two dialogudd andE, whereD is directly embedded i&. If
E has aevel of embeddingf n, thenD has a level of embedding of+ 1. A dialogue
that is not embedded in another has a level of embeddifig of

We can then show:

Proposition 12. If E is an A dialogue with subject p and a level of embedding n, and
D is anA dialogue embedded in E such that all intermediate dialodned®een D and
E areA dialogues, then the maximum level of embedding of Diisln

Proof. The maximum level of embedding will occur when dialogues ested as
deeply within one another as possible, so we proceed byreatisty the deepest possi-
ble nesting. IfE has subjegp, then the second locution &will be the assertion of the
grounds fomp. This will be some set of propositioi®which are a subset of the knowl-
edge base of the agent replying to the assertion (by defijitBach member of this
set can then be challenged by a new dialoDuwith subjects € S. The only possible
response to such a challenge is to asggtt(the agent that asserts this has nothing else
to backs with), and eitheD; will end without anotheA dialogue being embedded in
it, or E will terminate because of repetition. Either way there Ww#l noA dialogues
embedded iD;. O

In other words we can only have two levels of direct embeddiiy dialogues. With
this result, we are ready to start analysing combinatiorsgarhic protocols.

5.2 Simple dialogues

We will start by just considering combinationsAfdialogues. Since we can only have
two levels of direct embedding & dialogue, a dialogue und&sS will never end up
building a prooftree deeper thatin Figure 2. This is theasaage can obtain termination
results like those in [17]—the dialogue must terminate otheeelements of the tree
have been enumerated.

What do the proof trees look like for other kinds of dialog¥ell, dialogues con-
ducted undef” will consist of a sequence @S dialogues linked by their subject. If
the subject of theath dialogue i — q, then the subject of the + 1thisr ors — r.
The subject of the first dialogue ¢g— p, for someq, wherep is the subject of th&”
dialogue. This creates a structure like that in Figure 3nli& dialogue, the key thing
is the acceptance, or otherwise, of the subject of the diedand hence the subject
of the top-levelA dialogue. In arZ” dialogue, the focus is much more on whether it
is possible to prove something about the subject of the gliedoln other words, for a
dialogue with subjeqp, we are interested in whether{a;} - p whereg is the subject



q—>p r—>q S—>r

{sl, ..., sn} {s’1,...,s'n} {s’1, ...,8’n} -

/o0 /N0 /N

{s1} - {sn} {s’1} - {s’n} {s’1} -  {s’n}

Fig.3.An Z" dialogue.

of theith top-levelA dialogue. We refer to all logically distinct and non-tawigical
propositions likep that can be inferred from things that have been the subjextat-
cessfulA dialogue as beinggreed conclusionsf the dialogue. Obviously the subjects
of all successfulA dialogues are themselves agreed conclusions. The folpreisult
justifies the name:

Proposition 13. Given a dialogue D between agents F and G, where D consistseof o
or moreA dialogues, and where p is an agreed conclusion of D, then hgémts have
an acceptable argument for p.

Proof. The subject of eaclA dialogue that has the status of agreed conclusion is ac-
ceptable to both agents by definition—any proposition thaiot acceptable will have
beenrejecied. Any agreed conclusignis a logical consequence of these subjegts
and therefore an agent can build an argunienfa;}, p). Because the; are accept-
able, there are no acceptable undercutting arguments éog; tland hence none for
(Ui{ai}, p). So both agents have an acceptable argumeipt for

The idea of agreed conclusions allows us to talk about ougsasther than those con-
sidered in [16]. There, we focused anceptance outcomeshose propositions which
one agenassered and the other latercceped. Such acceptance outcomes include all
the propositions in Figure 2 and 3.

The relationship between acceptance outcomes and agreeldisions is captured
by the following results.

Proposition 14. For any dialogue under a protocol which permits only @¢xdialogue,
the set of agreed conclusions is exactly the set of acceptauicomes.

Proof. The subjecp of the A dialogue can be an acceptance outcomes, and if so the
only acceptance outcome—since the groundftrat are asserted are not accepted
if there is only oneA dialogue they can't be accepted. If is an acceptance outgome
thenpis also an agreed conclusion, ang i not an acceptance outcome, there are no
agreed conclusions, so the result holds.

Proposition 15. Given any dialogue between agents F and G that has®tw@mlogues
D and E embedded in it, such that D is directly embedded in Epdhat D and E are
in sequence, then the set of acceptance outcomes is a stitisetagreed conclusions
of the dialogue.



Proof. ConsiderD andE in sequence and imagine both are successful. For both dia-
logues, Proposition 14 tells us that the acceptance outcamexactly the set of agreed
conclusions. Let’s call these acceptance outcopreesdg. Thenp A g, which need not

be an acceptance outcome, is an agreed conclusion and thehasls for this case.
Exactly the same argument holds if onel&ndE is embedded in the other. If either,

or both, ofD andE are not successful, then the the set of agreed conclusienadsly

the set of acceptance outcomes for this dialo@uand the result hold$J

So, if there is only oné\, then acceptance outcomes and agreed conclusions cqincide
but if a second\ is included in the dialogue, then the set of agreed conahsstapands
beyond the acceptance outcomes.

The reason that agreed conclusions andAh@otocol are important ideas is that
they give us a route to producing meta-theoretic resultaiathee kinds of dialogue
system we have been studying in [15, 16] that relate to disdajructure. The above
results are results about general classes of protocol-ettiad do and do not allow
multiple A dialogues—rather than results about particular protoddisse are the kind
of first, tentative, steps towards a meta-theory that we rmaltés paper.

The previous results suggest that it makes sense to classifycols by the number
of A dialogues that they permit. Since protocols that permit astnoneA dialogue
are not very interesting, we won't consider these to be aragpalass. Instead we will
classify protocols into those that do and do not permit segee ofA at the lowest
level of embedding of such dialogues. (This is the only latelhich it makes sense
to discuss protocols which do not allow sequences—as soansas of grounds are
asserted, as they must be iA@rotocol, it does not make sense to prevent an embedded
sequence oAs testing the validity of the propositions in the grounds—tfegre is no
point in considering restrictions dhdialogues at higher levels of embedding.)

Protocols likeZ” that allow sequences éfdialogues at the top level we will cal-
sequenc@rotocols and those likéS that do not allow such sequencesfotlialogues
we will call A-singletonprotocols. Note that classifying a dialoguefasingleton says
nothing about whether it has embeddedlialogues. AnA-sequence dialogue will in
general generate more agreed conclusions thasingleton dialogue.

5.3 More complex dialogues

We are now ready to consider combinationg\ofith other atomic protocols, and will
start by looking at théP’ dialogue (since this neatly introduces another atomicoprot
col). There are two ways that/ dialogue with subjegd can unfold. In one, which in
[14] we calledpersuasion, the initial combination oknow assertis followed by a sin-
gle A dialogue. In the other, which in [14] we callg@rsuasion, know(p), assertp)

is followed byknow(—p), the assertion of-p and then by & dialogue with subject
—p. Clearly, therfP’ is anA-singleton protocol (though it can still have a set of agreed
conclusions which is a superset of its set of acceptanceomds). Since the atomic
protocol:

A: know(x)
A: assertx)
B: reject(x) or acceptx)



was calleK in [14], we will classify protocols likeP” which haveK andA protocols
embedded irk-protocols (but ndK protocols embedded in th&s, and no sequences
of Ks) asK-embedded protocols. Such protocols are rather limitethdfsequence of
embedded protocols concern the same propositmrand so start wittiknow(p) then
know(—p), and so on we will call this &(p)-embedded dialogue. Clearly the rule about
repetition inDG implies that in practice there is no “and so on”:

Proposition 16. In DG, K(p)-embedded dialogues can be composed of at mosKtwo
dialogues.

Although this limiting result—which restrict§(p)-embedded dialogues to basically be
identical toP’—doesn’t hold for other kinds df-embedded dialogue, it isn’t clear that
such dialogues makes sense—they would involke@vassertpair about two uncon-
nected propositions (they might, however, be a basis fetiedialogues—quarrels).
SinceP’ summarises all the possibilities fiKp)-embedded dialogues, we have:

Proposition 17. A K(p)-embedded dialogue where the lowest level of embedding of
K is n has the same set of agreed outcomes aé-aimgleton dialogue with a level

of embedding of A 1 and a subject of p, or aA-singleton dialogue with a level of
embedding of A 2 and a subject ofp.

Proof. Follows immediately from the unfolding of a dialogue un@¥r O

ThusP’ and the whole class df(p)-embedded dialogues capture a much narrower
range of interactions thaft-sequence dialogues.

It is possible to extend®’ to obtain a similar kind of dialogue that is in the
sequence class, but only in a limited way. Consider a diadtat is a hybrid of
persuasion and persuasion (which isn't possible undeP’, but would be under a
close relative of it) with subjeqt in which the assertion gf is followed by the same
A dialogue as irpersuasion, but which doesn’t stoponce the grounds fop have
been found acceptable by both agents. Instead, the ageid¢b te initialassertp)
was addressed is now allowedassert—p, and there is anothex dialogue about the
grounds for-p. The result is the construction of the proof tree in Figur&t4his point,
both agents judge the overall acceptabilitypaind—p (which will depend in the limit
on the strengths with which propositions are believed) amel will acceptp) or the
other will accept—p). This new persuasion dialogue will be calle®.e

We will classify protocols like ®—protocols in which there are successielia-
logues at a level of embedding of 1—we will relax this restoic later—asK-sequence
protocols. Such protocols are allowed to haverotocols embedded in théprotocols,
just as inP, and maybe other protocols around Kprotocols.

It turns out that it is useful to distinguist-sequence protocols in which successive
K dialogues start witknow(p) thenknow(—p), and so on. We call such dialogue&)-
sequence dialogues. Clearly the limitation on repetittofr¢; again means that:

Proposition 18. In DG, K(p)-sequence dialogues can have at mostiixialogues at
a level of embedding of 1.

5 What we are describing here is the fullest extent of a disogder such a protocol—what
[14] calls theextensive formClearly, a dialogue under this protocol might stop at thisip



p ~p

{s1, ..., sn} {s'1, ..., s'n}
/N e\
{s1} - {sn} {1} - {sn}

Fig. 4. An extendedP dialogue.

We this notation, we can study the outcomes of dialoguesiikeK (p)-sequence dia-
logues are rather different @’ dialogues. Apersuasion dialogue betweeR andG in
which F utters the first locution will result i either accepting or not acceptipgbut
there will be no change iR’s beliefs aboup. Similarly, apersuasiop dialogue will
either result inF accepting-p or not accepting-p, but there will be no change iB’s
beliefs about-p. In an &> dialogue, either of the agents may change the statys of
but we can't tell which from the form of the dialogue. Indeed won't be able to say
anything about the outcome of the dialogue until the end. ¢l@y we do know that
both agents cannot change their minds in this way:

Proposition 19. In DG, anK(p)-sequence dialogue between agents F and G under a
protocol in which the only dialogues at a level of embeddifihareK dialogues cannot
result in one agent changing the status of p and the othergingrthe status ofp.

Proof. For both agents to persuade the other to change the stajusvefneed the
following scenario, or some symmetric variant, to take plaBefore the dialogug

is acceptable t& and—p is acceptable t&. F starts aK dialogue with subjecp and
hasp as an acceptance resulhas then changed stat@now has to geF to change
the status op. Consider the course of the dialogue unfolding in the best waallow
both agents to change the statupofF assertp, and may need to support this, aBd
accepts. The only remaining sub-dialogue requires@egsert-p at this point, which

it cannot do thanks t&’s argument. The only tim& can succeed in its persuasion is
whenF fails to makeG change the status of O

This result hinges on the fact that battdialogues are about the same proposition, and
a G that has been persuaded tpas the case cannot then turn around and persiade
that—pis the case. More genetélsequence dialogues, in which sucessive persuasions
are about different propositions, can result in both ageh#nging the status of the
subjects of successive dialogues.

We can extend the kinds of dialogue we can assemble witK thielogue, by al-
lowing K dialogues to be embedded Adialogues. Denoting protocols that alldw
dialogues withirA dialogues as well a& dialogues withirk dialogue a®\K-embedded
protocols, it is no surprise to find that:

Proposition 20. EveryK-sequence protocol is aAK-embedded protocol. Some -
embedded protocols are nidtsequence protocols.



P ~q ~T

{q—>p, q} {r—> ~q, r} {s —> ~r1, s}
/ \ /N /N
q—>p {r—>~q} {r} {s —>~r} {s}

Fig.5. An AK-embedded dialogue.

Proof. Immediate from the definition df-sequence andK-embedded protocolsl

However, the range of additional dialogues that are enabjetlis extra embedding is
maybe startling:

Proposition 21. The class ofAK-embedded protocols can generate dialogues which
include embedded dialogues at arbitrarily large levels wbedding.

Proof. SinceK dialogues are allowed to be embeddedAiialogues, we can keep
deepening the proof tree (if the knowledge bases of the ageiifice) by answering
everyasserfp) in aK dialogue with arA dialogue with subjegp, and then meeting the
assertion of one of the ground®f the argument fop with anK dialogue that begins
know(—s). O

In other words, the argument can now continue as long as ttieipants have some-
thing new to say.

Such dialogues now make a new kind of persuasion possihlean propos, B
can come up with an undercutter (attacking the groung,dfut this can then be over-
ruled by another argument fromwhich is undefeated and undercuts the undercutter.
The proof tree for such a dialogue is given in Figure 5. Howedespite the fact that
they support this new kind of persuasi@i-embedded protocols still have significant
commonality withK-sequence dialogues:

Proposition 22. Consider two agents F and G, with databasgsand Xs. If F and
G engage in K-sequence dialogue, their agreed conclusions will be aetubfstheir
agreed conclusions underAK-embedded dialogue.

Proof. The result holds becausesequence andK-embedded dialogues start out in
the same way—they only differ in terms of assertions (whiehthe locutions that give
rise to agreed conclusions) once the dialogue gets to theefitbedded-dialogue.

So while AK-embedded dialogues may have agreed conclusions that acéneved

by K-sequence dialogues, they will have all the agreed cormisgwhich may be the
empty set of agreed conclusions) of tesequence dialogue up to that first embedded
K-dialogue ™D

At this point it makes sense to ask whether we have a kind ofatewricity result
for AK-embedded dialogues that says, just as Proposition 19 do&g)-sequence



dialogues, that once both agents agree on a propositicemiins agreed throughout
the dialogue. In fact, we can show the opposite of Propasiti® for AK-embedded
dialogues:

Proposition 23. A dialogue between agents F and G underd&rembedded protocol
can result in one agent changing the status of p and the othemging the status ofp.

Proof. For this result we only need an existence proof. An instaiccens in following
scenario, or some symmetric variant. Before the dialogigeacceptable t& and—pis
acceptable t&. F starts &K dialogue with subjegh and hag as an acceptance resué.

has then changed stat@now has to geF to change the status pf It can’t do this by
asserting-p, since it no longer has an acceptable argumentfpbut it can now assert
someq (if there is such a proposition) that allo®wdo create an acceptable argument for
—p. If this q does not, so far a6 knows, bear upop or —p, thenG remains convinced

of the acceptability op and both agents have changed status as required by the result
a

This is a critical point, and it is worth considering it in neodetail. As an example
of how we can have the kind of situation in the proof of Proposi23, consider the
dialogue outlined in Figure 5. Consider further tikastarts the dialogue by stating
p, G challengesF replies with{gq — p,q} and so on. By the time that the dialogue
finishes with the statement ¢}, G has an acceptable argument foand so changes
status. However, a later assertion 8y(and such an assertion is not ruled out in an
AK-embedded dialoguet), which is unrelated to the proof tree in Figure 5 provides the
final piece of a convincing argument froly: (and thus invisible t@) againsp. Then

F will change the status qf.

Note thatt cannot be part of the chain of argument abuf it were, if t was part
of the grounds forq, say, and also a crucial part of some argument agaitist rest
of which was only known td-, then this argument would also be an argument against
t and so be objected to By. If it were able to caus€ to find p not acceptable, then it
would also preven® changing the status ofp.

The important thing that is happening here is that, unlikatttappens in the sim-
ple dialogues we have been studying up until now, both ageetsnaking assertions
and then further assertions in their defence, and latertasse need not be directly
related—that is related in a way that is visible to both ageftb earlier ones. As the
commitment stores grow, the set of new arguments that bathtagcan make as a
result of the dialogue is growing, and, in particular, thexsowerlapping part of this
is growing. As this happens, the non-monotonicity of theiorobf acceptability is
coming to the fore. An obvious question then is, doesn’t Bsiifipn 19 contradict
Proposition 23? Doesn’t the non-monotonicity of the agm@ttlusions (they are non-
monotonic because they are determined by acceptabilitgnntieat two agents can
have anK-sequence dialogue abgutaind obtain agreed outcomes that are not agreed
outcomes of a\K-embedded dialogue abgubetween the same two agents?

The answer is that the result of Proposition 19 hadeoss the course of the di-
aloguerather tharat the end of the dialoguén other words, it is possible for those
agents to have afK-embedded dialogue abquthat ends up with a set of agreed out-
comes that do not include the agreed outcomeskfsaquence dialogue aboutbut



along the way they will have agreed on exactly the same outesponly to later reject
them when they considered additional information.

The notion that we have to consider results across the cofitbe dialogue, and
so take the non-monotonicity of the agreed outcomes prgjped account, will be the
focus of our future work.

6 Conclusions

This paper has extended the analysis of formal inter-agefdgues in [14—-16]. The
main contribution of this extension has been to begin to ipka meta-theory for such
dialogues based on structural classification, making isibdes to establish results for
whole classes of dialogue protocol. This, in turn, allowsaislassify the whole space
of possible protocols, establishing relations betweemttand giving us ways of iden-
tifying good and bad classes. An early attempt in this dioectvas a second major
contribution of this paper—giving a more extensive analysfi the relation between
types of protocol and the outcome of dialogues under diffigpeotocols than has pre-
viously been possible [16].

In this paper we have only scratched the surface of the watktbeds to be done
in this area. There are a number of future directions that maaking. First, we are
deepening the analysis in this paper, extending the workmalle the notion of “across
the course of the dialogue”, and investigating other kirfdfialogue, such as the delib-
eration (in the terminology of [22]) dialogues [9]. Secona, are looking to strengthen
our meta-theory using techniques from dynamic logic [1dJ;dme up with tools that
allow us to analyse dialogues in a way analogous to that irchvbinamic logic is
currently used to analyse program correctness. From thgppetive we can think of
each locution as a “program” in the usual program correstsense, and then identify
the effect of combinations of these. Finally, we are devielgp denotational semantics
for our dialogues using category theory [13]. This allowgaitalk about properties of
dialogues at a very abstract level.
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NSF 11S-0329037. Thanks are due to Frank Dignum for sugagstie look at proof
trees.
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