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ABSTRACT

This paper studies argumentation-based dialogues between
agents. It takes a previously defined system by which agents
can trade arguments and examines the outcomes of the dia-
logues this system permits. In addition to providing a first
characterisation of such outcomes, the paper also investi-
gates the extent to which outcomes are dependent on tacti-
cal play by the agents, and arguing that this violates princi-
ples of mechanism design, identifies how to prevent tactics
having an effect.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence]: Distributed Artificial Inte-
lligence—Coherence and co-ordination; multiagent systems.

General Terms

Languages, theory.

Keywords

Agent communication, dialogue games, argumentation.

1. INTRODUCTION

When building multi-agent systems, we take for granted
the fact that the agents which make up the system will need
to communicate: to resolve differences of opinion and con-
flicts of interest; to work together to resolve dilemmas or
find proofs; or simply to inform each other of pertinent
facts. Many of these communication requirements cannot
be fulfilled by the exchange of single messages. Instead, the
agents concerned need to be able to exchange a sequence of
messages which all bear upon the same subject. In other
words they need the ability to engage in dialogues. As a
result of this requirement, there has been much work on
providing agents with the ability to hold such dialogues.
Recently some of this work has considered argument-based
approaches to dialogue, for example the work by Dignum et
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al. [5], Parsons and Jennings [16], Reed [22], Schroeder et
al. [23] and Sycara [24].

Reed’s work built on an influential model of human di-
alogues due to argumentation theorists Doug Walton and
Erik Krabbe [25], and we also take their dialogue typology
as our starting point. Walton and Krabbe set out to analyze
the concept of commitment in dialogue, so as to “provide
conceptual tools for the theory of argumentation” [25, page
ix]. This led to a focus on persuasion dialogues, and their
work presents formal models for such dialogues. In attempt-
ing this task, Walton and Krabbe recognized the need for a
characterization of dialogues, and so they present a broad
typology for inter-personal dialogue. They make no claims
for its comprehensiveness.

Their categorization identifies six primary types of dia-
logues and three mixed types. The categorization is based
upon: what information the participants each have at the
commencement of the dialogue (with regard to the topic
of discussion); what goals the individual participants have;
and what goals are shared by the participants, goals we may
view as those of the dialogue itself. This dialogue game view
of dialogues, revived by Hamblin [11] and extending back to
Aristotle, overlaps with work on conversational policies (see,
for example, [4, 7]), but differs in considering the entire di-
alogue rather than dialogue segments.

As defined by Walton and Krabbe, the three types of di-
alogue we consider here are:

Information-Seeking Dialogues: One participant seeks
the answer to some question(s) from another partic-
ipant, who is believed by the first to know the an-
swer(s).

Inquiry Dialogues: The participants collaborate to an-
swer some question or questions whose answers are not
known to any one participant.

Persuasion Dialogues: One party seeks to persuade an-
other party to adopt a belief or point-of-view he or she
does not currently hold. These dialogues begin with
one party supporting a particular statement which the
other party to the dialogue does not, and the first seeks
to convince the second to adopt the proposition. The
second party may not share this objective.

Our previous work investigated capturing these types of
dialogue using a formal model of argumentation [2], and
the properties and complexity of such dialogues [19]. Here
we extend this investigation, turning to consider the ques-
tions “how can we characterise the outcomes of dialogues”,



and “to what extent are the outcomes of dialogues prede-
termined?” In other words, how does the knowledge that
agents have affect the final result of the dialogue, and does
it matter what locutions agents utter, and in what order
they utter illocutions, or are the results of the dialogue en-
tirely determined by what the agents know and the protocols
they use?

One of the interesting things about this question is that
the kind of answer we would like to the above question de-
pends on our perspective. On one hand, it seems attractive
for agents to be able to “control their own destiny”, and
have the ability to reach different outcomes' depending on
how they act within the constraints of a dialogue protocol.
On the other hand, from a mechanism design [12] perspec-
tive, it is attractive for the protocol to ensure that agents
with the same knowledge coming into a dialogue will always
find the same result—that way the protocol can be seen to
stop one agent misleading another. As we shall see, our for-
mal framework makes both answers to the question possible
under different conditions.

Note that, despite the fact that the types of dialogue we
are considering are drawn from the analysis of human dia-
logues, we are only concerned here with dialogues between
artificial agents. Unlike Grosz and Sidner [10] for exam-
ple, we choose to focus in this way in order to simplify our
task—dealing with artificial languages avoids much of the
complexity inherent in natural language dialogues.

2. BACKGROUND

In this section we briefly introduce the formal system of
argumentation which forms the backbone of our approach.
This is inspired by the work of Dung [6] but goes further in
dealing with preferences between arguments. Further details
are available in [1]. We start with a possibly inconsistent
knowledge base ¥ with no deductive closure. We assume ¥
contains formulas of a propositional language £. F stands
for classical inference and = for logical equivalence. An ar-
gument is a proposition and the set of formulae from which
it can be inferred:

DEFINITION 1. An argument is a pair A = (H,h) where
h is a formula of L and H a subset of ¥ such that:

1. H 1is consistent;
2. HF h; and

3. H is minimal, so no proper subset of H satisfying both
1. and 2. exists.

H is called the support of A, written H = Support(A) and
h is the conclusion of A written h = Conclusion(A).

We talk of h being supported by the argument (H, h)

In general, since X is inconsistent, arguments in A(X),
the set of all arguments which can be made from X, will
conflict, and we make this idea precise with the notion of
undercutting:

DEFINITION 2. Let A1 and Az be two arguments of A(X).
Ay undercuts Ay iff Ih € Support(Asz) such that h = —~Con-
clusion(Ay).

'In the sense of what agents end up believing.

In other words, an argument is undercut if and only if there
is another argument which has as its conclusion the negation
of an element of the support for the first argument.

To capture the fact that some facts are more strongly be-
lieved? we assume that any set of facts has a preference order
over it. We suppose that this ordering derives from the fact
that the knowledge base X is stratified into non-overlapping
sets ¥1,...,%, such that facts in 3; are all equally pre-
ferred and are more preferred than those in 3; where j > 1.
The preference level of a nonempty subset H of 2, level(H),
is the number of the highest numbered layer which has a
member in H.

DEFINITION 3. Let A1 and As be two arguments in A(X).
Ay is preferred to As according to Pref, Pref(Ai1, Az), iff
level (Support(A1)) < level(Support(Asz)).

By >"f we denote the strict pre-order associated with
Pref. If A; is preferred to Az, we say that A; is stronger
than A>®. We can now define the argumentation system we
will use:

DEFINITION 4. An argumentation system (AS) is a triple
(A(X), Undercut, Pref) such that:

o A(X) is a set of the arguments built from X,

o Undercut is a binary relation representing the defeat
relationship between arguments, Undercut C A(X) X

A(X), and

o Pref is a (partial or complete) preordering on A(X) x
A(L).

The preference order makes it possible to distinguish differ-
ent types of relation between arguments:

DEFINITION 5. Let A1, As be two arguments of A(X).

o If Ay undercuts Ay then A defends itself against As
iff Av >Prel A, Otherwise, A1 does not defend itself.

o A set of arguments S defends A iff: V B undercuts A
and A does not defend itself against B then 3 C € S
such that C undercuts B and B does not defend itself
against C.

Henceforth, Cundercut,pref Will gather all non-undercut ar-
guments and arguments defending themselves against all
their undercutting arguments. In [1], it was shown that the
set S of acceptable arguments of the argumentation system
(A(X), Undercut, Pref) is the least fixpoint of a function F:

S C A(X)
F(S) = {(H,h) € AD)|(H,h) is defended by S}

DEeFINITION 6. The set of acceptable arguments for an
argumentation system (A(X), Undercut, Pref) is:

S = UFQO(@)
= CUndercut,Pref U [U FiZI(CUndercut,Pref)}

An argument is acceptable if it is a member of the acceptable
set.

2Here we only deal with beliefs, though the approach can also handle
desires and intentions as in [18] and could be extended to cope with
other mental attitudes.

3we acknowledge that this model of preferences is rather restrictive
and in the future intend to work to relax it.



An acceptable argument is one which is, in some sense,
proven since all the arguments which might undermine it
are themselves undermined.

3. LOCUTIONSAND ATTITUDES

As in our previous work, agents decide what they know by
determining which propositions they have acceptable argu-
ments for. They trade propositions for which they have ac-
ceptable arguments, and accept propositions put forward by
other agents if they find that the arguments are acceptable.
The exact locutions and the way that they are exchanged
define a formal dialogue game which agents engage in.

Dialogues are assumed to take place between two agents,
for example called P and C. Each agent has a knowledge
base, ¥p and ¥ respectively, containing their beliefs. In
addition, each agent has a further knowledge base, acces-
sible to both agents, containing commitments made in the
dialogue*. These commitment stores are denoted CS(P)
and CS(C) respectively, and in this dialogue system an
agent’s commitment store is just a subset of its knowledge
base. Note that the union of the commitment stores can
be viewed as the state of the dialogue at a given time.
Each agent has access to their own private knowledge base
and both commitment stores. Thus P can make use of
(A(Zp U CS(C)), Undercut, Pref)® and C can make use of
(A(Xc U CS(P)), Undercut, Pref).

All the knowledge bases contain propositional formulas
and are not closed under deduction, and all are stratified by
degree of belief as discussed above. Here we assume that
these degrees of belief are static and that both the players
agree on them, though it is possible [3] to combine different
sets of preferences, and it is also possible to have agents
modify their beliefs on the basis of the reliability of their
acquaintances [15].

With this background, we can present the set of dialogue
moves first introduced in [19]. Each locution has a rule de-
scribing how to update commitment stores after the move,
and groups of moves have conditions under which the move
can be made—these are given in terms of the agents’ as-
sertion and acceptance attitudes (defined below). For all
moves, player P addresses the ith move of the dialogue to
player C.

assert(p).where p is a propositional formula.
CSi(P) = CSi—1(P)U{p} and CS;(C) = CSi—1(C)

Here p can be any propositional formula, as well as the spe-
cial character U, discussed below.

assert(S).where S is a set of formulas representing the
support of an argument.

CSi(P) = CS(P)i_1US and CS;(C) = CSi_1(C)

The counterpart of these moves are the acceptance moves.
They can be used whenever the protocol and the agent’s
acceptance attitude allow.

4Following Hamblin [11] commitments here are propositions that an
agent is prepared to defend.

5VVhich7 of course, is exactly the same thing as (A(Xp U CS(P) U
CS(C)), Undercut, Pref).

accept(p).p is a propositional formula.

CS:(P) = CSi_1(P)U{p} and CS:(C) = CSi_1(C)

accept(S).S is a set of propositional formulas.
CSi(P) = CSi—1(P)US and CS;(C) = CS;—1(C)

There are also moves which allow questions to be posed.

challenge(p).where p is a propositional formula.
CSl(P) = CS,;1(P) and OSl(C) = 031;1(0)

A challenge is a means of making the other player explicitly
state the argument supporting a proposition. In contrast, a
question can be used to query the other player about any
proposition.

guestion(p).where p is a propositional formula.
CS:(P) = CSi_(P) and CS:(C) = CSi_1(C)

We refer to this set of moves as the set M’ . The locutions
in M’,¢ are similar to those discussed in legal reasoning [8,
21] and it should be noted that there is no retract locution.
Note that these locutions are ones used within dialogues—
locutions such as those discussed in [14] would be required
to frame dialogues.

We also need to define the attitudes which control the
assertion and acceptance of propositions.

DEFINITION 7. An agent may have one of two assertion
attitudes.

e ¢ confident agent can assert any proposition p for which
it can construct an argument (S, p).

e ¢ careful agent can assert any proposition p if it is
unable to construct a stronger argument for —p.

e a thoughtful agent can assert any proposition p for
which it can construct an acceptable argument (S, p).

DEeFINITION 8. An agent may have one of three accep-
tance attitudes.

e ¢ credulous agent can accept any proposition p if it is
backed by an argument.

e q cautious agent can accept any proposition p if it is
unable to construct a stronger argument for —p.

o ¢ skeptical agent can accept any proposition p if there
is an acceptable argument for p.

Since agents are typically involved in both asserting and
accepting propositions, we denote the combination of an
agent’s two attitudes as

(assertion attitude)/{acceptance attitude)

The effects of this range of agent attitudes on dialogue out-
comes is studied in [20], and for the rest of this paper we
will focus on thoughtful /skeptical agents.



4. TYPESOF DIALOGUE

Previously [19] we defined three protocols for information
seeking, inquiry and persuasion dialogues. These protocols
are deliberately simple, the simplest we can imagine that can
satisfy the definitions given by [25], since we believe that we
need to understand the behaviour of these simple protocols
before we are to able to understand more complex protocols.

Information-seekingin an information seeking dialogue,
one participant seeks the answer to some question from an-
other participant. If the information seeker is agent A and
the other agent is B, then we can define the protocol ZS
for an information seeking dialogue about a proposition p
as follows:

1. A asks question(p).

2. B replies with either assert(p), assert(—p), or assert(U).

Which will depend upon the contents of its knowledge-
base and its assertion attitude. U indicates that, for
whatever reason B cannot give an answer.

3. Aeither accepts B’s response, if its acceptance attitude
allows, or challenges. U cannot be challenged and as
soon as it is asserted, the dialogue terminates without
the question being resolved.

4. B replies to a challenge with an assert(S), where S
is the support of an argument for the last proposition
challenged by A.

5. Go to 3 for each proposition in S in turn.

Note that A accepts whenever possible, only being able to
challenge when unable to accept—“only” in the sense of only
being able to challenge then and challenge being the only
locution other than accept that it is allowed to make. More
flexible dialogue protocols are allowed, as in [2], but at the

cost of possibly running foreverS.

Inquiry. In an inquiry dialogue, the participants collabo-
rate to answer some question whose answer is not known to
either. There are a number of ways in which one might con-
struct an inquiry dialogue (for example see [13]). Here we
present one simple possibility. We assume that two agents
A and B have already agreed to engage in an inquiry about
some proposition p by some control dialogue as suggested
in [14], and from this point can adopt the following protocol
I

1. A asserts ¢ — p for some ¢ or U.

2. B accepts ¢ — p if its acceptance attitude allows, or
challenges it.

3. A replies to a challenge with an assert(S), where §
is the support of an argument for the last proposition
challenged by B.

4. Goto 2 for each proposition s € § in turn, replacing
g — p by s.

5. B asserts q, or 7 — ¢ for some r, or U.

5The protocol in [2] allows an agent to interject with gquestion(p) for
any p at several points, making it possible for a dialogue between two
agents to continue indefinitely.

6. If A(CS(A)UCS(B)) includes an argument for p which
is acceptable to both agents, then first A and then B
accept it and the dialogue terminates successfully.

7. Go to 5, reversing the roles of A and B and substitut-
ing r for ¢ and some ¢t for r.

This protocol” is basically a series of implied ZS dialogues.
First A asks “do you know of anything which would imply
p were it known?”. B replies with one, or the dialogue
terminates with /. If A accepts the implication, B asks
“now, do you know ¢, or any r which would imply ¢ were
it known?”, and the process repeats until either the process
bottoms out in a proposition which both agents agree on, or
there is no new implication to add to the chain.

Persuasionin a persuasion dialogue, one party seeks to
persuade another party to adopt a belief or point-of-view he
or she does not currently hold. The dialogue game DC, on
which the moves in [2] are based, is fundamentally a persua-
sion game, so the protocol below results in games which are
very like those described in [2]. This protocol, P, is as fol-
lows, where agent A is trying to persuade agent B to accept
p.

1. A asserts p.

2. B accepts p if its acceptance attitude allows, if not B
asserts —p if it is allowed to, or otherwise challenges

p.

3. If B asserts —p, then goto 2 with the roles of the agents
reversed and —p in place of p.

4. If B has challenged, then:

(a) A asserts S, the support for p;
(b) Goto 2 for each s € S in turn.

If at any point an agent cannot make the indicated move,
it has to concede the dialogue game. If A concedes, it fails
to persuade B that p is true. If B concedes, then A has
succeeded in persuading it. An agent also concedes the game
if at any point if there are no propositions made by the other
agent that it hasn’t accepted.

We should point out that this kind of persuasion dialogue
does not assume that agents necessarily start from opposite
positions, one believing p and one believing —p. Instead one
agent believes p and the other may believe —p, but also may
believe neither p nor —p. This is perfectly consistent with
the notion of persuasion suggested by Walton and Krabbe
[25].

Note that all three of these protocols have the same core
steps. One agent asserts something, the other accepts if
it can, otherwise it challenges. A challenge provokes the
assertion of the grounds, which are in turn either accepted
or challenged. The proposition p that is the first assertion,
and the central proposition of the dialogue, is said to be
the subject of the dialogue. This basic framework has been
shown [17, 19] to be capable of capturing a range of dialogue
types. Here we examine what its consequences are in terms
of the outcomes of dialogues that are carried out using this
framework.

"Which differs from the inquiry dialogue in [19] in the accept
moves in step 6.



5. DIALOGUE OUTCOMES

One important set of properties to consider of a dialogue
system intended for use between autonomous agents is the
extent to which the outcome of the dialogue depends upon
the way the dialogue progresses, on the knowledge® that
agents choose to reveal to one another, rather than on what
they believe to be true, and the protocol.

To do this, we need a precise notion of the outcome of
a dialogue. There are several things that can be used to
measure an outcome. One is in terms of the what agents
come to accept during the course of the dialogue:

DEFINITION 9. Consider two agents F and G engaging in
a dialogue. The set of acceptance outcomes for F' of the di-
alogue are all the propositions p such that F' makes the move
assert(p), and subsequently G makes the move accept(p).

For each acceptance outcome for a given agent, we say that
the other agent has accepted the proposition in question.
Since propositions that are not the subject of the dialogue
are often accepted, an acceptance result need not be the
subject of the dialogue.

We can also relate outcomes to what agents know. We
define:

DEFINITION 10. Consider two agents F and G that are
engaging i o dialogue. Then:

e the set of knowledge outcomes for F' O (F|G) is the
set of all the propositions p such that p is the conclu-
sion of an argument in A(Xr U CS(G));

o the set of joint knowledge outcomes Ox(F A G) is the
set of all the propositions p such that p is the conclu-
sion of an argument in A(XrUX¢);

e the set of committed outcomes for F' O.(F|G) is the
set of all the propositions p such that p is the conclu-
sion of an argument in A(CS(F)); and

e the set of joint committed outcomes O.(F A G) is the
set of all the propositions p such that p is the conclu-
sion of an argument in A(CS(F) U CS(G)).

We can also define the acceptable subsets of these outcomes—
the acceptable knowledge outcomes for F Of (F|G), accept-
able joint knowledge outcomes Of (F A G), acceptable com-
mitted outcomes for F OZ (F|G), and acceptable joint comn-
mitted outcomes OF (F A G).

Note that all but the joint knowledge outcomes and ac-
ceptable joint knowledge outcomes will change over the course
of a dialogue as the contents of the commitment stores alter.
Unless otherwise noted, here we will only consider these sets
at the end of a dialogue.

Now, it is easy to show that there is an inclusion relation-
ship between knowledge and committed outcomes:

PROPOSITION 1. For a dialogue between any two agents
F and G:

O(F|G) C OW(FAG)
0.(F|G) C O.(FAG)
0.(FIG) C Ou(FIC)
O.(FAG) C OuFAG)

8For now we will just consider this information to be beliefs, though
as in [17], we can extend the approach to other mental notions as
well.

PROOF. Since an agent’s commitment store is a subset of
its knowledge base, (Xr U CS(G)) C £r UXq, and the first
relation follows directly from the monotonicity of proposi-
tional logic. The remaining relations follow for similar rea-
sons. [J

No such firm relationship exists between acceptable knowl-
edge and committed outcomes:

PROPOSITION 2. For a dialogue between two agents F' and
G, the relationships between OF (F|G), Og (FAG), O2(F|G),
and O (F A\ G) depend upon the knowledge of the agents and
the contents of the commitment stores.

PROOF. This follows from the non-monotonicity of ac-
ceptability. If there are no conflicting arguments in A(Xr)
or A(2¢), then O (F|G), Of(FAG), O(F|G), and O (FA
G) will be ezactly Ox(F|G), Ox(F A G), O.(F|G), and
O.(F N G), respectively, and the relationship between the
sets of arguments will be as in Proposition 1. However,
if between them the agents have a pair of arqguments that
make each other unacceptable—({a, a — ¢}, ¢) and ({b,b —
—ic},me) (all with the same preference), for example—then
if neither has been asserted, Of(F|G) € O¢f(F A G). If
G asserts one of these arguments and F does not, then
O(F|G) € OX(F AN G). If F then asserts its argument,
then its conclusion will be an acceptable committed outcome
but cannot be an acceptable knowledge outcome for F, so
OY(F N G) € Of(F|G). Finally, either agent might have
asserted something, r say, that is acceptable given what it
knows and what the other agent has in its commitment store
(and so is an acceptable joint committed outcome), but which
the other agent has a stronger argument against (and so
cannot be an acceptable joint knowledge outcome) since the
dialogue may end before the acceptability of r comes into
question. Hence the relationships in question depend on the
contents of the agents’ knowledge bases and the commitment
stores. [

This result is a positive one. Without it dialogues would be
so predictable that we did not even need to consider what
the agents knew in order to predict the outcome. What the
result means is that—since the content of the commitment
stores is critical in determining the outcomes, and since the
contents of the commitment stores is determined by what
moves the agents make, and the moves are determined in
part by the protocol—the protocol has a role in determining
the outcome of the dialogues.

Finally, to end the preliminaries, we can relate acceptance
outcomes and acceptable knowledge outcomes:

PROPOSITION 3. If p is an acceptance result for F in a

dialogue with G, then p is an acceptable knowledge outcome
for F and G. The reverse does not hold.

PrOOF. For p to be an acceptance result for F, is has
to be asserted by F and accepted by G. To be asserted by
F, it must be acceptable given all F' knows and all G has
asserted—thus it has to be an acceptable knowledge outcome
for F. To accept p, G has to check p against the contents
of its knowledge base and what F has in its commitment
store. So if p is accepted, it must be an acceptable knowledge
outcome for G.

For p to be an acceptance result for F', F' must assert it
and have it accepted by G. Consider a dialogue in which F



asserts q, it is challenged by G, and so F asserts the support
of q, which includes p. Now suppose that G finds that the
first element of the support, r say, is not acceptable given
YeUCS(F). The dialogue will end without p being accepted,
even if p is an acceptable knowledge outcome for G (and it
has to be one for F before it can be asserted). [

The fact that the result does not hold in both directions is
the reason that we need both notions of outcome in order
to characterise the results of dialogues.

Now we are ready to characterise the outcomes of dia-
logues. Since the proposition U indicates that a dialogue
ends because of a lack of knowledge, we consider dialogues
that end with a i/ or a repeated locution to have failed in
some way. Thus any dialogue that does not end in this way
will be said to be successful. Information seeking dialogues
will end, if successful, with one agent getting the other to
accept p or —p:

ProprosITION 4. A dialogue between agents F' and G about
p under protocol ZS, in which F makes the first move, will
end either with one of:

e G making the move U;
e one agent repeating a locution;

e p or —p being an acceptance result for G.

PrOOF. If F moves first, G asserts p, -p, or U. The
latter ends the dialogue. Otherwise F accepts, in which case
the p or —p is an acceptance result for G, or challenges. If
F challenges, G asserts the support for p, and F considers
each member of the support in turn. As in [19], this results
in either the acceptance of the support and thus whichever
of p and —p was initially asserted, or a repeated locution,
when an unacceptable member of the support is challenged
twice. FEither way the result holds. [

As a result of Proposition 3, a successful dialogue between
agents F' and G about p under protocol ZS can result in
either p or —p being in the set of acceptable knowledge out-
comes for both agents.

Persuasion dialogues can end with either agent having an
acceptance outcome:

ProOPOSITION 5. A dialogue between agents F' and G about
p under protocol P, in which F makes the first move, will
end with one of:

e one agent repeating a locution;
e p being an acceptance outcome for F; or

e —p being an acceptance outcome for G.

PROOF. If F moves first, it asserts p. If G does not chal-
lenge, the rest of the dialogue plays out like a dialogue about
p under ZS that G starts, and ends with a repeated locution
or p being an acceptance result for F (U can only be uttered
at an earlier point). If G asserts —p, either F ends the di-
alogue by reasserting p, or the rest of the dialogue plays out
like a dialogue about —p under S that F starts. Either way,
the result holds. [

Again, Proposition 3 tells us that a successful persuasion
dialogue between agents F' and G about p under protocol
P ends with either p or —p being in the set of acceptable
knowledge outcomes of both agents.

Inquiry dialogues are a little different, since successful in-
quiry dialogues do not, as defined, have acceptance outcomes
that directly relate to the subject of the dialogue. However,
we can characterise the outcome as follows:

PRrOPOSITION 6. A dialogue between agents F' and G about
p under protocol Z, will end with one agent making the move
U, or with p as an acceptable joint committed outcome.

PROOF. The dialogue is just a backward search for a proof
of p. Agents take it in turns to assert an implication that
leads to p. The process ends if either cannot add a new step
in the proof that is acceptable to both agents®, or with the
assertion of all the steps in a proof for p that is acceptable
to both agents. In the latter case, then all the steps of an ac-
ceptable argument for p are in the union of the commitment
stores and p is an acceptable joint knowledge outcome. [

6. PREDETERMINISM

As was shown in [20], if all agents in a dialogue are both
thoughtful/skeptical, then one agent cannot deliberately mis-
lead another in the sense of the dialogue having an accep-
tance outcome for the first agent concerning a proposition
if the first agent has a better argument for the negation of
that proposition. However, this does not prevent dialogues
having acceptance outcomes in situations where intuitively
both agents together should be able to figure out that the
proposition in question should not be accepted, as the fol-
lowing result shows:

PROPOSITION 7. There exist dialogues between two agents
F and G under protocols ZS, I, or Psuch that there is an
acceptance outcome for one agent for a proposition which s
not acceptable given XpUX . This holds even if both agents
are thoughtful/skeptical.

PROOF. This is an existence result which we prove by ez-
ample. Let ¥p = {-¢,a,a = b} and ¢ = {—-c — b}
where ¢ and —¢ — b have a higher preference level than
the other propositions. Then F can assert b, and G will ac-
cept it even though ({a,a — b}, b) is not in A(XpUX¢g). O

Now, there are two ways to read this result. One, which
we will call the tactical dialogue reading, takes this result as
a positive feature of the ZS, Z, and P protocols. Accord-
ing to this position, one wishes to build agents that have
some kind of rhetorical ability, and can, by clever tactics,
get other agents to accept things that they might otherwise
not accept. In other words, we want protocols which do not
make the outcome predetermined by the agents’ knowledge.

The positive view of the ZS, Z, and P protocols in the
tactical dialogue view is further bolstered by the following
result:

PrROPOSITION 8. There exist dialogues between two agents
F and G under protocols ZS, I, or Psuch that the accep-
tance outcomes of the dialogue depend upon the order in
which propositions are asserted. This holds whatever the
assertion and acceptance attitudes of the agents.

®More complex inquiry dialogues are considered in [20].



PrOOF. This is another existence result that we prove by
ezample. Let ¥p = {a,a — b,b = c¢,a — f,f — ¢}
and Xg = {b,f — —b,b — —f} where all propositions are
equally preferred. If F asserts {a,a — b,b — c},c) then
the dialogue has the acceptance outcome of ¢ for F. How-
ever, if F first asserts ({a,a — f,f — ¢}, ¢), then ¢ will
not be an acceptance outcome for F even if it subsequently
asserts ({a,a — b,b — c}, ¢) because supplying [ gives G
arguments that attack both of F’s arguments for C. [

A different view of the protocols, what we will call the dia-
logue as mechanism view, suggests that Propositions 7 and 8
are both negative. From this perspective, dialogue protocols
should be like economic mechanisms [12]. In the same way
that economic mechanism design tries to ensure that the
results of, for instance, an auction does not depend upon
the order in which the bids are made but only the values
participants place upon the good being auctioned, so the
outcomes of dialogues should not depend upon the order of
agents’ locutions, but upon what they know. In other words,
the outcomes should be predetermined.
Both these last results are special cases of:

ProposITION 9. Consider two agents F' and G engaging
in a dialogue under protocols ZS, I, or P, the set of accep-
tance outcomes for F is not necessarily the set of acceptable
joint knowledge outcomes.

PrOOF. By propositions 4, 5 and 6, we know that out-
comes of dialogues under protocols ZS, Z, or Pare acceptable
knowledge outcomes for one or other agent (in the case of IS
and P dialogues) or acceptable joint committed outcomes (in
the case of Z dialogues). Proposition 2 tells us that neither
acceptable knowledge outcomes or acceptable joint commit-
ted outcomes need be acceptable joint knowledge outcomes,
and the result follows. [

This result in turn suggests that equivalence of acceptance
outcomes and the acceptable joint knowledge outcomes might
be an important consideration in determining whether pro-
tocols allow for tactical play or whether they predetermine
the outcome. Certainly, the set of acceptable joint knowl-
edge outcomes (as remarked above) is the only one of the
outcome measures we are dealing with that can be identified
without going through a dialogue. In fact:

PRrROPOSITION 10. Consider two agents F and G engaging
in a dialogue under a protocol in which the set of acceptance
outcomes for either agent is exactly the set of acceptable joint
knowledge outcomes. The acceptance outcomes will not de-
pend upon the order in which propositions are asserted.

Proor. We are told that any p that is an acceptance out-
come is in Of(F N G). Since, by definition, O (F A G)
depends only on the contents of ¥r and X rather than the
contents of the commitment stores, it is clearly independent
of the moves in the dialogue. [

This, then, gives us a way to test whether a protocol en-
sures a predetermined outcome—all we have to do is to see
whether it allows propositions that are not in the set of ac-
ceptable joint knowledge outcomes.

Now, the key thing about the result given above is that the
set of acceptable joint knowledge outcomes is in some sense
the maximal set of propositions that can be obtained from

the dialogue. It is not necessarily the biggest set of accept-
able outcomes, the nonmonotonicity of argumentation sees
to that, but it is based on all the arguments that might be
put forward by both participants. Thus once a proposition
makes it into the set of acceptable joint knowledge outcomes,
there are no more arguments that might overturn it.

ProposiTION 11. Consider two agents F and G engaging
in a dialogue under some protocol. That the set of acceptance
outcomes for either agent is exactly the set of acceptable joint
knowledge outcomes is a necessary and sufficient condition
for the acceptance outcomes to not depend upon the order in
which propositions are asserted.

PROOF. Proposition 10 shows that if the acceptance out-
comes are acceptable joint knowledge outcomes, then the out-
comes do not depend on the order of assertion. We thus
only need to show that if the acceptance outcomes are not
acceptable joint knowledge outcomes, then the outcomes will
depend on the order of assertion. Consider p, an acceptance
outcome for F that is not an acceptable joint knowledge out-
come. Since p is not an acceptable joint knowledge outcome,
there s some argument in ¥ UX g that makes p not accept-
able, and so if the dialogue had preceded differently, p would
not have been an acceptance outcome. Thus the result fol-
lows. O

This gives us a way that is easy to state, for adapting the
protocols ZS, Z, and P to make them predetermined. We
just ensure that every proposition that will be needed to es-
tablish the acceptable joint knowledge outcomes is asserted.
Of course, while this is easy to state, it is much harder to
establish exactly what the right propositions should be.

One solution would be to simply assert the full set of
propositions in ¥ and X ¢, ensuring that the full set of nec-
essary propositions has to be asserted. However, this kind of
approach will be inefficient in general, both in the communi-
cation it requires, and the time and computational resources
the agents consume in processing this information. A better
solution is to only assert those propositions that will have a
bearing on the acceptability of the subject of the dialogue.
Since the propositions that need to be asserted must be part
of arguments that attack the argument supporting the sub-
ject (or attack arguments that attack such arguments, and
so on), then it is possible to identify them. However, it is
hard to see how to identify them systematically, since their
connection could be revealed at any time.

For now the only way we can see to ensure that all neces-
sary propositions are asserted is to modify dialogues along
the lines of one of the inquiry dialogue in [20]. Under this
protocol, (i) any response to a challenge involves the asser-
tion of the support for every argument for the proposition
in question, (i) at every step in the proof, every possible
implication that might form the next step of the proof is
asserted, and (iii) agents are released from the need to take
turns. Future work will consider if there is a notion of rel-
evance that can help to better identify the minimal set of
propositions to assert.

Finally, it seems to us that the choice of whether dia-
logues should have predetermined outcomes or allow for tac-
tical play is one that will depend upon the context in which
the dialogues are taking place. The results presented here
should make it possible to choose the right kind of dialogue
for a given context, but further work is required to establish
which contexts require which kind of dialogue.



7. CONCLUSIONS

This paper has extended the analysis of formal inter-agent
dialogues in [19]. We have provided the first detailed char-
acterisation of the outcomes of such dialogues, and then we
have investigated the extent to which outcomes are depen-
dent on tactical play by the agents. Finding that tactics can
have a big effect on the outcome, we then identified how to
rule out the effect of tactics, arguing that this is desirable
from a mechanism design perspective.

More work, of course, remains to be done in this area in
addition to that outlined above. Particularly important are:
determining the relationship between the locutions we use in
these dialogues and those of agent communication languages
such as the FIPA ACL; examining the effect of adding new
locutions (such as retract) to the language; extending the
system with a more detailed model of preferences; and pro-
viding an implementation. We are currently investigating
these matters along with further dialogue types, such as
planning dialogues [9].
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