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ABSTRACT
A number of protocols based on the formal dialogue games of
philosophy have recently been proposed for interactions between
autonomous agents. Several of these proposals purport to assist
agents engaged in the same types of interactions, such as persua-
sions and negotiations, and are superficially different. How are we
to determine whether or not these proposals are substantially dif-
ferent? This paper considers this question and explores several al-
ternative definitions of equivalence of protocols.
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1. INTRODUCTION
Recently, several authors have proposed agent communications

protocols based on the formal dialogue games of philosophy.These
are interactions between two or more players, where each player
“moves” by making utterances, selected from a finite set of possible
locutions, according to a defined set of rules. These games have
been studied by philosophers since at least the time of Aristotle [5],
and have recently been the focus of renewed attention in philosophy
[15].

Because dialogues conducted according to these games are rule-
governed, they have been of particular interest to computerscien-
tists, for modeling human-computer interaction [7], for modeling
complex reasoning, such as that in legal domains [23], and for the
task of software specification [10]. Recently, dialogue game for-
malisms have been proposed as protocols for interaction between
autonomous software agents. In this domain, such protocolshave
been proposed for agent dialogues involving: persuasion [1, 8, 9];
joint inquiry [18]; negotiations over the division of scarce resources

[4, 21, 29]; deliberations over a course of action [16]; and discovery
of rare events [17].

As can be seen from this list of citations, more than one dialogue
game protocol has sometimes been proposed for the same type of
agent interaction. This presents a user or potential user ofsuch
protocols with a number of questions, including:� How might one choose between two protocols?� When is one protocol preferable to another?� When do two protocols differ?

The first of these questions is of interest to agent designerswho
are considering how to allow their agents to interact—how dothey
pick one protocol from the many that have been proposed? Answer-
ing it involves, at the very least, having some way of describing the
various features of protocols. In other work, two of us have taken
a step towards answering this question by proposing a set of desir-
able properties for dialogue game protocols for agent interactions
[20], and assessing various protocols against these properties.1

Such assessments could also provide a partial answer to the sec-
ond question above. This question is again of interest to agent
designers for much the same reason as the first, but goes a little
further in that it also requires an understanding of what makes pro-
tocols good, and what makes them good for particular tasks (since
it seems clear from the wide variety of extant protocols thatsome
are good for some tasks and others are good for other tasks).

However, perhaps a more fundamental question is the third ques-
tion given above—when do two protocols differ. Not only is an
answer to this a prerequisite to being able to pick between two pro-
tocols, but it is also essential if we are to be able to tell if aprotocol
is new (in the sense of providing a different functionality from an
existing protocol rather than just having equivalent locutions with
different names) and if a protocol conforms to some specification
(such as that laid down as the standard for interacting within some
electronic institution [28]). Mention of functionality ofa protocol
leads naturally to considerations of semantics: what effects does a
protocol, or rather, the dialogues conducted under it, have?21For comparison, we also assessed the FIPA ACL [11] against these criteria.2Thus our focus differs from that of traditional communications theory, e.g.,“Fre-
quently the messages havemeaning; that is they refer to or are correlated according
to some system with certain physical or conceptual entities. These semantic aspects of
communication are irrelevant to the engineering problem.”[31, p. 31].



In this paper, we present a preliminary exploration of this third
question, including several alternative definitions for protocol equiv-
alence. In order to do this, we first need to define what we mean
by a dialogue game protocol (defined in Section 2) and to clas-
sify types of dialogues and types of locutions. Our classification
of dialogue types (presented in Section 3) is a standard one from
the philosophy of argumentation, due to Walton and Krabbe. Our
classification of agent dialogue locutions (presented in Section 4),
although based on a typology of speech acts due to Habermas, is
novel. Section 5 presents our various definitions of dialogue game
protocol equivalence, and explores their relationships toone an-
other. Section 6 discusses possible extensions of the work of this
paper.

2. DIALOGUE GAME PROTOCOLS
Elsewhere [19], we identified the key elements of a dialogue

game protocol, in a generic model of a formal dialogue game. We
assume the dialogue occurs between autonomous software agents,
and that the topics of their discussion can be represented insome
logical language; we represent these topics with well-formed for-
mulae denoted by lower-case Greek letters,�; �; etc. The specifi-
cation of a dialogue game protocol then requires specification of:

Commencement Rules: Rules that define the circumstances un-
der which the dialogue commences.

Locutions: Rules that indicate what utterances are permitted. Typ-
ically, legal locutions permit participants to assert proposi-
tions, permit others to question or contest prior assertions,
and permit those asserting propositions which are subseq-
uently questioned or contested to justify their assertions. Jus-
tifications may involve the presentation of a proof of the propo-
sition or an argument for it. The dialogue game rules may
also permit participants to utter propositions to which they
assign differing degrees of belief or commitment, for exam-
ple: one may merelyproposea proposition, a speech act
which entails less commitment than would anassertionof
the same proposition.

Combination Rules: Rules that define the dialogical contexts un-
der which particular locutions are permitted or not, or oblig-
atory or not. For instance, it may not be permitted for a par-
ticipant to assert a proposition� and subsequently the propo-
sition:� in the same dialogue, without in the interim having
retracted the former assertion.

Commitments: Rules that define the circumstances under which
participants express commitment to a proposition in the dia-
logue. Typically, the assertion of a claim� in the debate is
defined as indicating to the other participants some level of
commitment to, or support for, the claim. Since [15], formal
dialogue systems typically establish and maintain public sets
of commitments, calledcommitment stores, for each partic-
ipant. When a participant utters a locution which incurs a
commitment, the corresponding proposition is inserted into
that participant’s commitment store, where it is visible tothe
other participants. These stores are usually non-monotonic,
in the sense that participants can also retract committed claims,
although possibly only under defined circumstances.

Termination Rules: Rules that define the circumstances under wh-
ich the dialogue ends.

Some comments on this model are in order. Firstly, the circum-
stances which may lead to the commencement of a specific dia-
logue under a given protocol are, strictly speaking, not part of that

dialogue or protocol. Accordingly, it is reasonable to consider a
meta-dialogue, where discussions about which dialogues toenter
are undertaken [19] or a hierarchy of nested sequential dialogues
[26]. Alternatively, participating agents may select a dialogue from
some agreed library of dialogue types, as in [6]. Secondly, dialogue
games are different from conversation policies [12], whichare short
sequences of legal utterances with a common purpose. Thus a con-
versation policy sits between a single utterance and a complete dia-
logue in length; it governs a portion of a complete dialogue,rather
than the whole, as is the case with a dialogue game.

Thirdly, it is worth noting that more than one notion ofcom-
mitmentis present in the literature on dialogue games. For exam-
ple, Hamblin treats commitments in a purely dialogical sense: “A
speaker who is obliged to maintain consistency needs to keepa
store of statements representing his previous commitments, and re-
quire of each new statement he makes that it may be added without
inconsistency to this store. The store represents a kind of persona
of beliefs; it need not correspond with his real beliefs . . .”[15,
p. 257]. In contrast, Walton and Krabbe [34, Chapter 1] treatcom-
mitments as obligations to (execute, incur or maintain) a course of
action, which they term action commitments. These actions may
be utterances in a dialogue, as when a speaker is forced to defend
a proposition he has asserted against attack from others; soWalton
and Krabbe also consider propositional commitment as a special
case of action commitment [34, p. 23]. As with Hamblin’s treat-
ment, such dialogical commitments to propositions may not neces-
sarily represent a participant’s true beliefs. In contrast, Singh’s so-
cial semantics [33], requires agent participants to an interaction to
express publicly their beliefs and intentions, and these expressions
are calledsocial commitments. These include both expressions of
belief in some propositions and expressions of intent to execute or
incur some future actions.3

Our primary motivation is the use of dialogue games as the ba-
sis for interaction protocols between autonomous agents. Because
such agents will typically enter into these interactions inorder to
achieve some wider objectives, and not just for the enjoyment of the
interaction itself, we believe it is reasonable to define commitments
in terms of future actions or propositions external to the dialogue.
In a commercial negotiation dialogue, for instance, the utterance of
an offer may express a willingness by the speaker to undertake a
subsequent transaction on the terms contained in the offer.For this
reason, we can view commitments as mappings between locutions
and subsets of some set of action-statements.

3. CLASSIFYING DIALOGUES
What different sorts of agent dialogues are there? If we assume

that agents enter dialogues with each other in order to achieve spe-
cific objectives, it would seem reasonable to classify the dialogues
in terms of the private and shared objectives of the participants.
Indeed, these criteria — the private objectives and the shared ob-
jectives — were used by argumentation theorists Doug Waltonand
Erik Krabbe in their influential typology of human dialogues[34].
In addition, their typology is based on what information each par-
ticipant has at the commencement of the dialogue (of relevance to
the topic under discussion). The result was six primary types of
dialogue, as follows:Information-Seeking Dialogues are those
where one participant seeks the answer to some question(s) from3It is worth noting that all these notions ofcommitmentdiffer from that commonly
used in discussion of agent’s internal states, namely the idea of the persistence of a be-
lief or an intention [36, p. 205]. As Singh [32] argues, thereis a qualitative difference
between social commitments of the kind discussed here, and personal commitments of
the kind encoded in beliefs, desires, and intentions. He further argues that one kind of
commitment cannot be derived from another.



another participant, who is believed by the first to know the an-
swer(s). InInquiry Dialogues the participants collaborate to an-
swer some question or questions whose answers are not known to
any one participant.Persuasion Dialogues involve one participant
seeking to persuade another to accept a proposition he or shedoes
not currently endorse. InNegotiation Dialogues, the participants
bargain over the division of some scarce resource. Here, thegoal
of the dialogue — a division of the resource acceptable to all—
may be in conflict with the individual goals of the participants –
to maximize their individual shares. Participants ofDeliberation
Dialogues collaborate to decide what action or course of action
should be adopted in some situation. Here, participants share a re-
sponsibility to decide the course of action, or, at least, they share
a willingness to discuss whether they have such a shared respon-
sibility. Note that the best course of action for a group may con-
flict with the preferences or intentions of each individual member
of the group; moreover, no one participant may have all the infor-
mation required to decide what is best for the group. InEristic
Dialogues, participants quarrel verbally as a substitute for physi-
cal fighting, aiming to vent perceived grievances. As these are not
rule-governed, we will ignore these dialogues in this paper.

Most actual dialogue occurrences involve mixtures of thesepri-
mary dialogue types. A purchase transaction, for example, may
commence with a request from a potential buyer for information
from a seller, proceed to a persuasion dialogue, where the seller
seeks to persuade the potential buyer of the importance of some
feature of the product, and then transition to a negotiation, where
each party offers to give up something he or she desires in return
for something else. The two parties may or may not be aware of
the different nature of their discussions at each phase, or of the
transitions between phases. Recent work in agent communications
languages has articulated formal models capable of representing
complex combinations of dialogue types [19, 26].

For our purposes, we note that the termination rules for these
different dialogue types can be expressed succinctly in terms of ut-
terances of support within each dialogue for certain propositions.
An Information-seeking dialogue, for example, can terminate nor-
mally once the participant who sought the answer to some ques-
tion indicates publicly that a given proposition provides asatis-
factory answer. For normal termination of an Inquiry dialogue,
all (or some designated subset) of participants must express such
public indication. For a Persuasion dialogue, normal termination
will occur when the participant being persuaded publicly endorses
(via an appropriate locution) support for the proposition at issue.
Similarly, normal termination rules for Negotiation and Delibera-
tion dialogues may be be articulated in terms of participantsupport
for particular propositions — in these two cases, for propositions
which express commitments to future actions external to thedia-
logues.

4. CLASSIFYING LOCUTIONS
The agent dialogue types above involve agents seeking to reach a

common understanding of some situation or a collective agreement
to undertake certain actions. The theory of Communicative Action
of the philosopher Jürgen Habermas [14] attempts to understand
how human participants achieve these goals through dialogue, and,
as part of this theory, Habermas proposes a typology of statements
made in such dialogues [14, pp. 325–326].4 We have used this
typology as the basis for our own classification of locutionsin agent
dialogues (with Habermas’ labels given in parentheses):

Factual Statements (Constative Speech Acts): These are statem-4Habermas’ classification is derived from the typology of speech acts of Searle [30].

ents which seek to represent the state of the objective, ex-
ternal world. Statements of belief about factual matters are
examples of these utterances. Contesting such a statement
means denying that it is a true description of the reality ex-
ternal to the dialogue.

Value Statements (Expressive Acts): These are statements which
seek to represent the state of the speaker’s internal world,i.e.,
they reveal publicly a subjective preference or value assign-
ments. Such statements may only be contested by doubting
the sincerity of the speaker.

Connection Statements (Regulative Acts): These are statements
which assert some social or other relationship between dif-
ferent participants. A participant may assert, for example,
that a certain group of people will be affected by an action
under consideration in a deliberation dialogue.

Requests: These are statements about a desired state of the exter-
nal world, in which an agent seeks another agent to act so
as to bring about this state. Requests may be criticized on
the grounds of effectiveness, i.e., that the requested action
will not, in fact, bring about the desired world state. In ad-
dition, they may be refused, with or without a reason being
expressed.

Promises: These are statements about a desired state of the exter-
nal world, in which an agent itself agrees to act so as to bring
about this state. As with requests, promises may be criti-
cized on the grounds of effectiveness, and may be accepted
or rejected, with or without reasons.

Inferences (Operative Acts): These are statements which refer to
the content of earlier statements in a dialogue, drawing infer-
ences from them or assessing their implications. Contesta-
tion of such statements can take the form of questioning the
appropriateness or the validity of the inferences made.5

Procedural Statements (Communicative Acts): These are state-
ments about the activity of dialogue itself, such as the rules
for participation and debate. In many human discourses,
these often themselves become the focus of debate, domi-
nating the issues of substance. In some dialogues, the par-
ticipants may agree to submit such issues to a chairperson or
other authority for determination.

By distinguishing between requests and promises in the way we
have, our classification differs from that of Habermas. He does not
include promises in his structure, and requests are treatedas com-
mands (Imperative Acts) rather than as requests. We believeour
approach is more appropriate in a context of agent autonomy.Com-
plete autonomy, as may occur for example in open multi-agentsys-
tems, means that imperative statements may have no force: other
agents can only be requested to perform some action, and never
commanded to do so. In closed multi-agent systems, agents may
have an hierarchical relationship with one another, and so not have
complete autonomy, as for example, when they represent different
departments of the same company. However, even in such appli-
cations, agents may still exercise some autonomy over a limited
domain, and so a classification which includes both requestsand
promises is appropriate.5Our definition departs slightly from that of Habermas, in that we permit Inferential
Statements to have“genuine communicative intent.”



5. PROTOCOL SIMILARITY

5.1 Concepts of Equivalence
In this section, we explore the question as to when two dialogue

game protocols may be considered the same. To fix ideas, we first
assume a finite setA = fPiji = 1; : : : ; pg, of dialogue partic-
ipants, or agents. Dialogues conducted by this set of agentsare
assumed to concern a finite set� = f�iji = 1; : : : ; qg of well-
formed formulae in some propositional language, which we call the
set of discussion topics. For this paper, both the set of agents and
the set of topics are assumed fixed throughout. We denote dialogue
game protocols by upper case script Roman letters,D; E , etc. Each
protocolD comprises a finite set of legal locution-types, denotedLD = fLj j j = 1; : : : ; lg, and a number of combination, commit-
ment and termination rules, denotedRD = fRj j j = 1; : : : ; rg.
We assume that time can be represented by the non-negative real
numbers,[0;1), with locutions in a dialogue uttered simultane-
ously with the positive integers, i.e., the first utterance in the dia-
logue occurs at timet = 1, the second at timet = 2, etc. We define
dialogues and partial dialogues as follows:

DEFINITION 1. A dialogue~d under dialogue-game protocolD
is an ordered and possibly-infinite sequence of valid locutions, each
possibly instantiated by one or more discussion topics, thus:~d = ( Ld;t(�t) j t = 1; 2; : : : )
with eachLd;t 2 LD and each�t 2 �. For any integer time-
point k > 0, we say apartial dialogue to timek, ~dk, is an or-
dered and finite sequence of valid possibly-instantiated locutions( Ld;t(�t) j t = 1; : : : ; k).

Drawing on the general structure of a dialogue game protocol
presented in Section 2 we can make an initial attempt at defining
protocol similarity as follows:

DEFINITION 2. (Syntactic Equivalence) Two protocolsD andE are syntactically equivalentif their locutions, combination rules,
commitment rules and termination rules are (respectively)the same,
i.e., ifLD = LE andRD = RE .

Thus, under this definition, two protocols are the same if their
syntax is identical. This definition seems too strict, as it precludes
us identifying two protocols which may differ in small but super-
ficial ways, for example if one protocol has redundant locutions or
rules.

Indeed, given a strictly syntactic notion of equality, it will clas-
sify two protocols which have sets of locutions which differonly
in the names given to the locutions, as different. As an example
of such a pair of dialogues, consider the two in [2] and [3]. The
latter paper is a French language version of the former, and the
protocol discussed in the two papers has locutions with exactly the
same properties, but with different names (the names in the latter
paper are the translation of the names in the former paper). The two
protocols are not syntactically equivalent, despite the fact that they
have exactly the same properties. Thus we need a less strict notion
of equivalence. However, to achieve this we will need some notion
of semantics, or meaning, for the dialogues under a protocol. We
now present such a notion.

In the classification of locutions presented in the previoussec-
tion, Factual statements, Promises and Requests relate to proposi-
tions with referants in the world external to the dialogue: Factual
statements express beliefs about the world, while Promisesand Re-
quests concern propositions linked to actions in the world.In each

case, we may view the instantiated locution as invoking a subset
of the elements of�, the set of discussion topics, and so each ut-
terance comprising a Factual statement, a Promise or a Request
defines a subset of�. For a given instantiated locutionLj(�) in
a protocolD, we denote this subset by�D(Lj(�)), and call itthe
commitment set ofLj(�) in D. Because a dialogue~d is an ordered
sequence of instantiated locutions, we may consider the sequence
of commitment subsets of� which arise from this particular se-
quence as a set of state transitions:; [ f�D(Ld;t(�t)) jt = 1; 2; : : : g
where eachLd;t(�t) is the (instantiated)t-th utterance in dialogue~d. We append the empty set at the start of this sequence to represent
the state of the commitments prior to utterance of the first locution
in any dialogue. This means that all dialogues are assumed tocom-
mence with the same initial state.

We now have the means by which to identify two dialogues and
two dialogue protocols in a semantic sense. In doing so, we are
motivated by semantic notions from the theory of programming
languages [13]. For example, we may consider two protocols as
equivalent if any state transition achievable in one is alsoachiev-
able in the other, a property known as bisimulation [22]:6

DEFINITION 3. (Bisimulation Equivalence) For any positive
integersj and k, suppose that two partial dialogues~dj and ~ek
conducted under protocolsD and E respectively have respective
state transitions�D(Ld;j(Æj)) and�E (Le;k(�k)) such that�D(Ld;j(Æj)) = �E(Le;k(�k)):
ThenD andE are bisimulation equivalentif, for any instantiated
locutionLd;j+1(Æj+1) valid underD, there is an instantiated lo-
cutionLe;k+1(�k+1) valid underD such that�D(Ld;j+1(Æj+1)) = �E(Le;k+1(�k+1))

and conversely.

In other words, bisimulation equivalence says that any transition
in commitment states achievable under one protocol by uttering a
single instantiated locution can also be achieved under theother
using only one instantiated locution. Note that the locutions and
the topics with which they are instantiated may differ in thetwo
protocols.

Many protocols permit participants to retract prior utterances. If
so, then not all the beliefs expressed or action-commitments in-
curred during the course of a terminating dialogue may stillbe cur-
rent at the end of that dialogue. We therefore distinguish the partic-
ular subset of� consisting of those beliefs or action-commitments
made in the course of a dialogue which are still standing at the
normal termination of the dialogue. For a terminating dialogue ~d
conducted under a protocolD, we denote this set by�D; ~d, and we

call it thefinal commitment-set of~d underD. Note that this set may
be empty. We therefore have available another notion of protocol
equivalence:

DEFINITION 4. (Final-State Equivalence) Two protocolsD
andE are final-state equivalentif, for any terminating dialogue~d
conducted under protocolD, there is a terminating dialogue~e con-
ducted under protocolE such that�D; ~d = �E;~e, and conversely.6Strictly, the equivalence defined here is strong bisimulation [22, Chapter 4].



This definition ignores the length of dialogues under each pro-
tocol. It would be possible for a dialogue under one protocolto
terminate after five utterances (say) and to achieve an outcome for
which a dialogue under the second protocol would require 500lo-
cutions. So, we might wish to modify the previous definition as
follows:

DEFINITION 5. (Equal-length Final-state Equivalence) Two
protocolsD andE areequal-length final-state equivalentif, for any
terminating dialogue~d conducted under protocolD, there is a ter-
minating dialogue~e conducted under protocolE and comprising
the same number of utterances as~d, such that�D; ~d = �E;~e, and
conversely.

For most applications, however, this definition may be too strict.
Ideally, we desire a notion of final-state equivalence whichwould
permit terminating dialogues under one protocol to be considered
equivalent to terminating dialogues under the other protocol when
these had the same outcomes and of similar length. For this notion,
we would require a precise definition of the word“similar.” More-
over, it would be desirable to define this notion so that transitivity
is maintained, i.e., so that if protocolsD andE are similar-length
operationally equivalent and ifE andF are similar-length opera-
tional equivalent, then so too areD andF . We achieve this by
partitioning time into a sequence of non-overlapping intervals, as
follows:

DEFINITION 6. Let( xi ji = 1; 2; : : : ) be a finite or countably-
infinite sequence of strictly increasing non-negative realnumbers,
with the first element beingx1 = 0. In the case where the se-
quence is finite withn elements, assume that1 is appended to the
sequence as then + 1-th element,xn+1. A time partition T is a
collection of closed-open subsetsfTi ji = 1; 2; : : : g of the non-
negative real numbers[0;1), such that eachTi = [xi; xi+1). IfT = [0;1), we say it is adegeneratetime-partition.

We now use this idea of a partition of time to define a notion of
similarity of length for two dialogues. Essentially, two terminating
dialogues are said to be of similar length when they both end in the
same element of the partition.

DEFINITION 7. (T -Similar Final-state Equivalence) LetT be
any time partition. Two protocolsD and E are T -similar final-
state equivalentwith respect toT if, for any terminating dialogue~d conducted under protocolD, there is a terminating dialogue~e
conducted under protocolE , such that�D; ~d = �E;~e, and such that
the final utterance of~e occurs in the same element of time partitionT as the final utterance of~d, and conversely.

It is clear that this notion of equivalence is transitive. Moreover,
it can be readily seen that Final-state Equivalence and Equal-length
Final-state Equivalence are special cases ofT -Similar Final-state
Equivalence. In the first case, the partition is the degenerate case of
the whole non-negative real line:T = [0;1). In the second case,
because dialogue utterances occur only at integer time-points, the
relevant partitions are those where each element of the partition
includes precisely one integer, for example:T = [0; 0:5) [ 1[k=1 [k � 0:5; k + 0:5):

As a final comment regarding these definitions, we note that re-
cent work in abstract concurrency theory has argued that sequen-
tial behavior is distinguished from concurrent behavior because the

former synchronizes information flows and time, while the latter
allows these to evolve independently of one another [24]. Ifwe al-
low the number of locutions in a dialogue to be a surrogate fortime,
then we can see that our definition of Final-state Equivalence treats
time and information flows as completely independent, sincethe
numbers of locutions in the dialogues under each pair of protocols
is not mentioned in Definition 4. In contrast, non-degenerate T -
Similar Final-state Equivalence — i.e., all cases whereT 6= [0;1)
— attempts to re-couple time and information-flows in the pairing
of dialogues under the two protocols being considered. Protocols
deemedT -similar final-state equivalent do not allow their respec-
tive information-flows (in the form of their final commitmentsets)
and the time taken to achieve these information flows to evolve in-
dependently: whatever the link between time and information-flow
in any terminating dialogue under one protocol is preservedin the
paired dialogue under the other protocol.

5.2 Comparison of Equivalences
We now consider the relationships between these various types

of equivalence. We write�(�) to denote the set of all proto-
cols, and�(P ) to denote the set of all pairs of protocolshD; Ei
whereD; E 2 �(�). Then we write�(Psyn) to denote the set
of all pairs of protocolsD; E 2 �(�) such thatD and E are
syntactically equivalent, and�(Pbi), �(P�n), and�(Peq) to de-
note the sets of pairs of protocols which are bisimulation equiva-
lent, final-state equivalent, and equal-length final-stateequivalent
respectively. Moreover, we write�(Psim) to denote the set of
all pairs of protocolsD; E 2 �(�) such that there exists a non-
degenerate time partitionT for whichD andE areT -similar final-
state equivalent. Call these five classes theequivalence partitions
of �(�). Then we have the following results:

PROPOSITION 1. The following set inclusions hold:�(Psyn) ( �(Pbi)
and �(Peq) ( �(Psim) ( �(P�n):

PROOF. Straightforward from the definitions.

This proposition says that the class of syntactically-equivalent pro-
tocol pairs is a proper subset of the class of bisimulation equivalent
protocol pairs. Likewise, the class of equal-length final-state equiv-
alent protocol pairs is a proper subset of the class of non-degenerateT -similar final-state equivalent pairs, which is in turn a proper sub-
set of the class of final-state equivalent protocol pairs. Wealso have
the following result:

PROPOSITION 2. �(Pbi) � �(Peq):
PROOF. SupposeD and E are bisimulation equivalent proto-

cols. Because any two dialogues commence with the same initial
state (the empty set), then for any terminating dialogue~d underD, we can, using the bisimulation equivalence property, construct
a dialogue~e underE which generates the same sequence of state
transitions as does~d. Both dialogues will have the same final com-
mitment set, and the same number of locutions. Thus, the protocolsD andE are equal-length operational equivalent.

The converse of this theorem does not hold, as the next proposition
reveals.



PROPOSITION 3. There exist protocolsD andE which are equal-
length final-state equivalent but not bisimulation equivalent.

PROOF. We proceed by demonstrating two such protocols. Con-
sider a protocolD, which contains just one locution,do(Pi; �), a
locution which expresses a promise by agentPi to undertake the
action represented by�, for � 2 �. Further suppose that protocolD has one rule, a termination rule, which causes the dialogue to
terminate normally after any two successive utterances of locution
do(.). Thus, all terminating dialogues underD have the form, for
agentsPi; Pj (possibly identical) and�; Æ 2 �:

Utterance 1:do(Pi; �)
Utterance 2:do(Pj ; Æ)

The final commitment set for this dialogue isf�; Æg.
Now consider a second protocolE which also contains the locu-

tion do(.), with the same syntax. But supposeE also has a second
locutionundo(Pi; �), which retracts any prior promise by agentPi
to undertake the action represented by�. Thus, the dialogue se-
quence:

Utterance 1:do(Pi; �)
Utterance 2:undo(Pi; �)

.

.
generates the following sequence of commitment states:;; f�g; ;; : : :
Next, assume that protocolE has three combination rules, the first
of which states that a valid dialogue must commence with an in-
stantiated utterance of the locutiondo(.). The second combina-
tion rule says that this utterance may be followed either by another
instantiated utterance ofdo(.) or by an instantiated utterance of
undo(.). The third rule says that subsequent utterances may be in-
stantiations of either locution, subject only to the termination rule.
Finally, we assume thatE has one termination rule, which causes a
dialogue to terminate normally only in the case of dialoguescon-
taining noundo(.) locutions, with this termination occurring after
two successive utterances of locutiondo(.).

It can be seen that all terminating dialogues under both protocolsD andE have the same form, namely:
Utterance 1:do(Pi; �)
Utterance 2:do(Pj ; Æ)

Under both protocols, these dialogues are the same length and
lead to the same final commitment set:f�; Æg. Thus, the two pro-
tocols are equal-length final-state equivalent. However, protocolE
contains a commitment state transition which cannot be simulated
by any locution inD, namely that effected by the execution of the
undo(.) locution in the following dialogue sequence:

Utterancek: do(Pi; �)
Utterancek + 1: undo(Pi; �)

Thus, the two protocols are not bisimulation equivalent.

We can summarize these three propositions as follows:

COROLLARY 1. The equivalence partitions of�(�) are or-
dered by set inclusion as follows:�(Psyn) ( �(Pbi) ( �(Peq) ( �(Psim) ( �(P�n): 2
This proposition presents the relationships between the classes of
protocol equivalence we have defined, and each class is a proper
subset of the next. Reading left to right, the first, third andfourth
proper subset relations are those of Proposition 1, repeated here.

Propositions 2 and 3 taken together indicate that the secondsub-
set relationship is also proper. Moreover, as one might expect, the
strongest form of equivalence, having the least number of equiva-
lent protocols, is syntactic equivalence. At the other extreme, the
weakest form of equivalence, having the most number of equiva-
lent protocols, is final-state equivalence. The other notions we have
defined — bisimulation, equal-length final-state and similar-length
final state equivalence — are arrayed along a spectrum between
these two extremes. Moreover, our results demonstrate thatno two
of these equivalences produce identical classes of protocols; they
are all distinct notions of equivalence.

Finally, it is worth noting that it may be possible to represent
similar-length dialogues using order of magnitude reasoning meth-
ods, such as those developed in the qualitative physics areaof Ar-
tificial Intelligence [35]. For example, the system FOG of Olivier
Raiman [25], defines three operators to represent the relative values
of two physical variables: one variable is negligible relative to the
other; their difference is negligible; and both variables are the same
size and order of magnitude. Raiman has defined axioms for these
three operators, and given the FOG system a semantics based on
the calculus of infinitesimals [27].

6. CONCLUSIONS
Dialogue game protocols have recently been proposed as the ba-

sis for interaction between autonomous agents in a number ofsitua-
tions. As these proposals proliferate, potential users of these proto-
cols will require guidance in selecting protocols for specified tasks
and in choosing between different protocols suitable for the same
task. In this paper, we have taken some preliminary steps towards
a formal theory of protocols capable of providing such guidance.
Building on earlier work classifying dialogues and locutions, we
have identified several dimensions by which protocols may becom-
pared, including: the rules which comprise a protocol; the length
of dialogues conducted according to a protocol; and the commit-
ments incurred by participants in the course of a dialogue. Our
classification of locutions, presented here for the first time, allows
for statements of belief about factual matters, and for requests for
and promises of actions. Because these locutions connect toex-
ternal reality (descriptions of the world, and actions in that world)
we were able to consider dialogues from the perspective of their
semantic effects.

With these dimensions we were able to define several reasonable
notions of equivalence of protocols, and to study their relationships
to one another. These notions included: syntactic equivalence,
where two protocols have identical locutions and rules; bisimula-
tion equivalence, where any semantic transition able to be effected
under protocol can also be effected under the other; and several ver-
sions of final-state equivalence, where any final state achievable by
a terminating dialogue under one protocol can also be achieved by a
terminating dialogue under the other. The various notions of final-
state equivalence differ according to whether the matched dialogues
are required to have the same, or similar, numbers of locutions, or
not.

Although the work in this paper is preliminary, we hope it will
lead to a complete theory of dialogue-game protocol equivalence
for agent communications protocols, and thus provide guidance to
protocol designers and users. To our knowledge, these issues have
not previously been considered in the agent communicationslan-
guages community. However, there is much to be done before these
initial ideas will comprise a complete theory. Firstly, although we
have drawn on notions of equivalence from the theory of program-
ming languages and concurrency theory, there are other notions we
could also borrow, such as weak equivalence or congruency [22].



To this end, it may be valuable to further explore the relationships,
if any, between interaction protocols and process algebras. Sec-
ondly, our definitions of equivalence abstracted away from the de-
tails of dialogue game protocols, of dialogues and of locutions pre-
sented in Sections 2, 3 and 4. It would be interesting, therefore,
to explore dialogue-game specific notions of equivalence. Thirdly,
in developing multiple notions of equivalence it may be useful to
articulate desirable properties of such notions, in the same way that
we have recently identified desirable properties of protocols them-
selves [20]. In discussing similar-length equivalence in Section 5.1,
we mentioned one of these, namely that we believe that protocol-
equivalence should be transitive.

These various lines of inquiry may be facilitated by the devel-
opment of a mathematical language in which to represent proto-
cols, along with a denotational semantics for them [13]. We would
hope eventually to achieve a denotational characterization of the
different notions of equivalence of protocols. Once achieved, we
would then seek to identify the best protocol or protocolswithin
each equivalence class, according to some reasonable criteria. In
addition, for those protocols which are not equivalent, a quantita-
tive measure of their difference would provide guidance to protocol
users and designers.
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