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Abstract. When is it okay to lie? And what constitutes a lie, anyway? This paper
examines the notion of lying in agent-based systems, focusing on dialagde
situations where it is acceptable for agents to utter locutions that contragdict th
beliefs. We examine situations in human and animal behavior where lying —
acting or making statements that contradict one’s set of beliefs — is @psid

to be socially acceptable or even necessary for survival.

Introduction

When is it okay to lie? And what constitutes a lie, anyway? Haper examines the
notion of lying in agent-based systems, focusing on diadsgand situations where
it is acceptable for agents to utter locutions that conttattieir beliefs. We examine
situations in human and animal behavior where lying — actinghaking statements
that contradict one’s set of beliefs — is considered to béafigcacceptable or even
necessary for survival.

Consider the following examples:

a teacher presents a contradictory example to her studeortdér to motivate them
a parent uses “reverse psychology” to convince his childrigHieating her veg-
etables

an opossum pretends that it is dead so that a predator widlttentk it

a wife tells a “white lie” in order to hide from her husband Iptans for giving him
a surprise birthday party

a buyer in an art auction hides his “private value” so thatdremake bids that are
lower than he would truthfully be willing to pay

a chameleon changes its color as a camouflage mechanism

In each of these situations, one actor is lying but with gosakson. Webster defines
the verb “lie” as follows: “to make an untrue statement wittent to deceive; to create



a false or misleading impression” [1]. The level or purpo$¢he deception is what
makes these types of untruths socially acceptable.

We have been examining the usedidloguesas interaction mechanisms in agent-
based systems. In earlier work of Parsons and colleagud9]9%he semantics of the
dialogue framework restrict an agent from uttering locusighat contradict its belief
set. The reason for this restriction is as follows. Follagv8ingh [11], we wish to pro-
vide agents using our dialogue framework with a formsotial semanticén which
other agents can contest any assertion, and refuse to acaefit it has been proved
truthful to their satisfaction. The simplest way to achi#his is to restrict agents to only
assert things that are, as far as they know, true. In thisrpe@eevelop the notion that,
as illustrated above, there exist socially acceptablasins in which it may be neces-
sary for agents to contradict their own beliefs in a dialogAewe shall see, doing this
while maintaining the social semantics is considerabbkier than when agents have
to tell the truth.

We begin by reviewing previous work on dialogues, highlightterminology and
describing the theoretical framework in which we are wogkiNext, we present a struc-
ture for expanding this dialogue framework in order to beeablmodel contradiction.
Then we outline some examples of how we might apply this ealidtory behavior to
two of the domains we are actively modelling: classroom rgan@ent in an education
setting and negotiation in a car market.

2 Background

A dialogue gamas structured in terms ahovesmade by two players. An influential
model devised by Walton and Krabbe [15] defines six basicstgb@rgumentation that
can be combined to create complex dialogues:

— Information-Seeking Dialogues- where one participant seeks the answer to some
guestion(s) from another participant, who is believed k®/fitst to know the an-
swer(s);

— Inquiry Dialogues— where the participants collaborate to answer some questio
or questions whose answers are not known to any one parttcipa

— Persuasion Dialogues- where one party seeks to persuade another party to adopt

a belief or point-of-view he or she does not currently hold;

— Negotiation Dialogues— where the participants bargain over the division of some
scarce resource in a way acceptable to all, with each ingiigarty aiming to
maximize his or her share;

— Deliberation Dialogues— where participants collaborate to decide what course of
action to take in some situation. Participants share a resipitity to decide the
course of action, and either share a common set of intento@aswillingness to
discuss rationally whether they have shared intentions;

— Eristic Dialogues— where articipants quarrel verbally as a substitute forspda}
fighting, with each aiming to win the exchange.

Walton and Krabbe do not claim that these are the only paskihts of dialogue, and
indeed others have introduced additional types. Girle igdusses aommand dialogue



in which one agent tells another what to do. McBurney [5] ereschance discovery
dialoguewhere two agents arrive at an idea that neither one had pritvetexchange;
instead, the idea arises from or is realized by the agergsudsion. For example, the
chance discovery would be acknowledged by a phrase suchtad f@ver thought of
that!"® Gabbay and Woods [3] have even analysed-cooperatiomlialogues in which
the participants, who may be hostile to one another, do reoeshe goal of necessarily
completing the dialogue.

Within these types of dialogues, in particulaformation seekinginquiry andne-
gotiation Parsons and colleagues have defined six locutions [9, 10, 13

— assert(p) — this locution is used in any dialogue where the agent makirg
assertion has knowledge of the propgsditom its belief set and wants the other
agent to accept it.

— accept(p) — this locution is uttered in response to an assertion anidanes that
the agent making propositignis deciding to agree with the assertion.

— question(p) — an agent that does not know whetfpés true or not useguestion
to request this information from another agent.

— challenge(p) — this is when an agent is unsure of propositijpand so questions
the agent who uttered it — it is a way of forcing the uttererteeal their arguments
in support of the proposition. An agent has to respond tolthistating its reasons
for having asserteg.

— quiz(p) — this type of locution belongs to a classexfucation dialoguebetween
a tutor and a learner; a tutor asks a questigrof the learner, but the tutor already
knows the answer to the question and is interested in detergnivhether or not
the learner knows the answer.

— answer(p) — this locution also belongs teducation dialogueand is used by a
learner in response to a quiz.

Associated with each of these locutions is a set of ruleaximmatic semanticgl4]
which describe the pre-conditions under which an agent ntizy & locution and the
post-conditions or changes in the agent’s belief statedbadr as a result of the utter-
ance.

We follow the notational conventions developed previoysBe [10], or [8] in this
volume) and highlight the elements pertinent to the workused herein:

— X; represents thenowledge baser beliefs, of each agent If the dialogue takes
place between two agenid (me) andU (you), then their corresponding knowl-
edge bases are referred to2ag and Xy, respectively. This term loosely refers to
all the beliefs of the agent.

— An argument(S, p) is a pair, where is a conclusive proposition arflis its sup-
port.p is a logical consequence 6f andS is a minimal subset of’; from which
it can be inferred.

— A(X) is the set of all arguments that can be made fitBm

— S(X) is the set of alacceptablearguments i’ — that is, arguments that an agent
has no reason to doubt (i.e., there are either no argumexitsrttiercutthem, or all
the arguments that undercut them are themselves undercut).

8 This example, of course, is only if the exchanges were taking placeashianguage.



assert

LocuTIOoN:

e M — U : assert(p)
PRE-CONDITIONS:

1. (S,p) € S(¥m UCSY)
POSTCONDITIONS:

1. CS]W,Z’ = CSJ\,Lifl @] {p} (update)
2. CSy,i; = CSy,i—1 (no change)

Table 1. Axiomatic semantics foassert, uttered byM as theith locution of a dialogue.

— We can patrtition an agent’s belief sBtby identifying relevant portions of it. The
agent'scommitment stor¢C'S) refers to statements that have been made in the
dialogue and which the agents are prepared to defend. Wedhih as the agent’s
private knowledge base — all of the agent's beliefs — wher@dds the agent’s
public knowledge base — all the beliefs that the agent hasidied in public (i.e.,
with other agents), and hence are known to all other agents.

[10] shows how these simple elements can be used to constfaonation-seeking,
inquiry, and persuasion dialogues.

Table 1 shows the axiomatic semantics associated with tutidmassert In order
for agent)M to be able to assert a proposalagentM has to either:

1. have direct knowledge about that assertion in its setl@fse

2. contain an argument that will support the assertion isatf beliefs; or

3. contain an argument that will support the assertion eithés set of beliefs or in
the set of utterances made by the other agent(s) involvdeidialogue.

We summarize these three conditions as
(Sap) S E(ZA{ U CSU)

meaning thaf\/ can assert a proposition if there is an argument to supparité belief
set or in the commitment store of agéntthe other agent engaged in the dialogue.

There is an additional precondition, which refines the tloaaitions given above,
and is not stated in Table 1 since it varies depending on thatagttitude[10]. The
idea of attitude captures the fact that different agents bgagnore or less strict about
the things it asserts. In particular in [10], an agent maypadme of threeassertion
attitudes. If agend/ is engaged in a dialogue with agdnit then:

— if M isconfidentthen it can assert any propositipfor which (S, p) € A(Xs, CSy)



— if M is careful then it can assert any propositiptior which there is an argument
(S, p) and no stronger argume(f, —p) exists inA(X,;, CSy)

— if M isthoughtful then it can assert any propositipiior which there is amccept-
ableargument S, p) € A(Xy, CSy)

These constraints were designed under the assumptiorttixing a false proposal,
or at least one that cannot be backed up in some way— is caaditiebe socially un-
acceptable and ruled out by the social semantics. Howeverdacated by the examples
in the opening paragraphs of this paper, there are nortdviaumstances in which an
agent may need to utter locutions which contradict its flidow, then, can we allow
our agents to lie when they need to without sacrificing theassemantics? The next
section explains how this may be done.

3 Contradiction in dialogues

While the dialogue game can serve as the mechanism for a wigdyaf interactions
among agents, the axiomatic semanticasgertwithin a dialogue do not permit an
agentM to make an assertion that contradicts its own beliefs, wivellefine as &e,
or a false proposal. To assert a trgthan agenf\/ must have amcceptableargument
for (S, p). Given the semantics of argumentation, as described infgt@xample, this
implies two thing8. The first is that)/ has no argumer{ts’—p) that is as strong as the
argument forp. The second is that there is moc S, such thatM believes—r more
strongly tharr.

More formally, we mean that an asserti@ii—p above) is airect lie if M knows
of a stronger argument supporting (p) in S(Xy U CSy). A direct lie, then, is the
assertion of a fact that is believed to be false. This is aatimh of the first condition
on assertion. We can also distinguishiadirect lie, whereM asserts somefor which
it has an argumen(tS”, ¢) even though there is somee S’ which M believes less
strongly than—r. M is therefore asserting something that it does not believieeto
supported by what it believes to be true. This is a violatibithe second condition
of assertion. (A particular assertion can be both a diredtamindirect lie, as when
-q € X but M assertsy anyway.) For the remainder of this paper we will only
consider direct lies, but a similar analysis can be carrigdar indirect lies (which will
require a direct lie if the indirect lie is challenged).

So then, how cad/ assert a direct lig, since by definition the agent can find no
argument inX,; or C'Sy supportingg that wins out over the counterargument? Our
solution to this problem is to construct a set of false bsjigfhich we callJ, that an
agent can use as the logical basisjfgstificationof ¢, when—q is supported by,
and/orC'Sy;. Using the same conventions for notation, we defipeinformally as the
set of all beliefs;, such that\ assertg; where:

- (8',~q) € S(Xp UCSy), and

4 The precise formal distinction is a little more subtle than this, but without intioduthe
dialogue system in its full detail—which we do not have room to do here—we tmskate
over this subtlety. Suffice it to say that it makes no difference to the validlitieoargument
we are making here.



- (8",q9) € S(Xp UCSy U (Ui{t: ).

In other wordsJ,, is exactly that set of propositions necessary to justifylidge that
M has told. Note that this includes the case in which same ¢, that isM doesn'’t
try to construct a reason whyis the case, but just claims it is true—a barefaced lie.
The agentM does nobelievethe proposals itvV,,, but in effect holds them for use in
passing off the lie, as if they were genuine beliefigy.

This, then, provides a way of maintaining the social senaantf and when another
agents questions the lid/ can respond with the argument that drawsJap. This is
not guaranteed to be convincing. Depending on how obviocedalsehoods are, the
other agent may be able to spot them easily. Howevey[ i€Ehooses its justifications
well, then it may be able to remain undetected. This is, ofs®uexactly the way that
lying works in human society. A lie remains undetected sg lasithe party that is being
lied to has no way to uncover the falsehood on which the liaseHd.

Allowing contradiction thus requires a modification of thegmal semantics of
assertgiven in Table 1. In order for an ageM to utterq as a lie, two pre-conditions
must hold:

— support for an acceptable argument §oexists in its justification sef, taken to-
gether with the set of utterances made by the other agemé¢dyed in the dialogue
(i.e., (S, q) S E(E]\/[ uCSyu J]\,{), and

— support for an acceptable argument fgrexists either in its set of beliefs or in the
set of utterances made by the other agent(s) involved inighegiie (i.e.{S, —p) €
S(Xv UCSy)).

The first condition states thatcanbe asserted as a contradiction, and the second con-
dition states thag cannot be asserted as a truth. Taken together, these coisditiply
that (S, q¢) ¢ S(Xyn U CSy); in other words, the existence dfas a non-empty set is
instrumental to the assertion @f

Now that we have defined a way of justifying a lie within ourldgue framework,
we need a way of being able to express that lie. We note thatweat simply create
a new locutionlie(p) because, by definition of our dialogue framework, the type of
locution being uttered is actualigcluded in the utteranceso for an agent to sdig(p),
it would be revealing the fact that it is lying.

In order to get around this, we introduce the notion aoatradictoryattitude in
which the pre-conditions of an assertion are modified in or@lallow an agent to utter
a proposition that opposes its belief set. A contradictdtijuale may also be, at the
same time, confident, careful, or thoughtful, as definedergthut considering the set
of possible arguments whose support includgsThe full axiomatic semantics of con-
tradictory assertion are contained in Table 2. Again thetmchdl “attitude” condition
applies.

4 Carrying off a lie

To knowingly assert even a single falsehood may entail sdffieutty for an agent, at
least if the agent intends that the lie remain undiscovéfasl, if the lie is challenged,



contradictoryassert

LocuTioN:
— M — U : assert(p)

PRE-CONDITIONS:

1. (S,—p) € S(¥m UCSy) AND
(Svp) € §(21VI U CSU U J]\/[)

POST-CONDITIONS:

1. CSum,i = CSm,i—1 Up (update)
2. CSy,i = CSy,i—1 (no change)

Table 2. Axiomatic semantics foussert, contradictory, uttered by/ as the:ith locution of a
dialogue.

the agent may have to assert other contradictions (possibigbers of/), which may
in turn require commitment to even more false assertiorssiltiag in a potential cas-
cade of false commitments — with no guarantee that the aidia ¢ will even be
accepted. Second, even if the lie is accepted, with or withballenge, it may turn out
to contradict other (possibly true) proposals the agent wial to assert in the future.
Third, agentM may wish to maintain consistency with regard to lies uttaredia-
logues with particular agents, but may not want to carry ig®ihto dialogues witlall
agents. In any of these cases, uttering lies is problemzitause each lie potentially
impacts the present and future consistency of the agentisnitment store.

As a method for addressing these issues, we put forth themttat each lieg,
has a lifetime. Figuratively speaking, the lie is born whieis first uttered; and the lie
dies when the agent who uttered the lie retracts it. We cank thii this as adding and
subtracting elements fromh. When all lies have been retractellis the empty set. As
soon as an agent utters a single lie, it is inserted.into

Further, we introduce the notion of “personalizet¥, whereby agemt/ maintains
a separate sef,; ; which contains all the lies that/ told to agentj (that have not
been retracted)l,, ; could be thought of as a partition df,. There could be multiple
partitions within.Jy,. For example, suppose that engages in separate dialogues with
agentd/, V andW. We will assume here that each dialogue is private, Veand W
do not “hear” what is said betweeW andU, and so forth. In talking td/, any true
statemenp that is uttered by is just part of¥;; or C'Sy; just as in talking td/, any
true statement that is uttered by is part of X5, or C'Sy.. But if M tells a lie,q, in
a dialogue withU, and then tells another lig, in a dialogue withV/, it is important
that M not assume knowledge efwhen talking toU/ nor of » when talking tol. The
crucial aspect is thatl remember which lies it told to which agents; so in our example
q € Juuands € Jy v, andg ¢ Jy v ands ¢ Jarp. Itis also possible thal! wants



to maintain a lie amongst all agents it interacts with, inathtase that lie would be a
member of eacly,, ... This latter case would circumvent the problem théthas told
qtoU and—q to V, but becaus& andV are in contact, these two agents discover the
contradiction.

5 Why lie?

We have not yet addressed the most important question gongecontradictory di-
alogues: why do agents lie? As described in the foregointysisathe task of agent
M who has asserted propoga(that it believes to be true) is to find an acceptable ar-
gument(S,p) € S(X U CSy). The complexity of this task is several steps above
the complexity of checking the consistencywin X', U C'Sy in the hierarchy of
computational complexity [10]. It is evident, then, that tiask of constructing a sét

of justifications to support the lig is not any more difficult, generally speaking, than
finding an acceptable argument for sophat is not a lie.

Suppose agemit/ is engaged in a dialogue with a particular goal in mind. Withes
rience,M will be able to judge the relative merits and difficultiesadtgd in employing
truthful assertions in arguing towards the goal, as compEmremploying contradictory
ones. Letp andg be contradictory and non-contradictory proposals, raspey, each
of which, if uttered, could mové@/ closer to its goal. Sinc&/ can at best only estimate
the difficulty of justifying either proposal, inventing anaeptable argument for the lie
may indeed be considerably easier than finding an acceehlenent fop, at least in
the short term. As previous discussion suggests, the goalittimately be defeated if
g results in an unforeseen inconsistency that contradictesither necessary proposal,
as discussed above, orgiis exposed as a lie.

In natural environments, agents may lie or deceive one anetithout regard to
complexity. However, the goal behind such contradictoitydwéor need not be socially
unacceptable, as indicated in the opening of the papemBtarice, a teacher may assert
a contradiction in an education dialogue with students (enfof dialogue we have
begun formalizing in [13]), either playing the devil's adbate or to present a counter-
example or to provoke the students to challenge the teaciikinaso doing explore a
set of arguments around some topic.

As another example, both humans and animals are known tbiekéigned be-
haviors (such as aggression or flight) both in play, and whaming the purpose and
meaning of such behaviors through imitation. [2] has suggkethat artificial agents
may only develop intelligence recognizable to people thhomuman-like social condi-
tioning, which may require assertions of contradictioheitin dialogue or in behavior.
Such contradictions may be not just socially condoned, tutadly constitute a part of
the social and economic fabric of a society. In the next eactive explore several well-
known examples of contradictory locution and behavior iman and animal societies
that help illuminate the role and necessity of contradictiocomplex societies.



6 Application domains

Two application areas in which we are actively working shoareconcretely why we
believe that it is important to be able to lie. The first is dndwom our work on simulat-
ing aspects of the education system [12], while the secomesdrom an ecommerce
application.

6.1 SimEd

The SimEd project is constructing simulations of a numbeasgects of the ediuca-
tional system in the US [12]. One of these simulations is térimctions at the class-
room level—we are building models that simulate the effeatée@rning outcomes of
different teaching strategies. As a result we are intedaststudent-teacher dialogues,
and recently proposed a formal model of such dialogues [h8}wfocuses on kinds of
dialogue that are common in the classroom but which have een Istudied formally
before now. (These dialogues do not include contradigtion.

Now, while teachers usually tell the truth to their studetitere are occasions upon
which lying may be an appropriate action. For example, ong taa&ncourage a child
to think through a problem is to present them with a problechafalse solution, and,
when they object to the solution, asking them to justify theaction. The reason for
doing this, of course, is to get the student to explain théeréw obtaining the correct
answer.

Such an interaction is precisely what our framework is cipabproviding. The
teacherassers the wrong answer, the student thessers the contrary, the teacher
challenges the student’s assertion, and the student has to provided¢hsoning. When
this is complete there is an explicit (“so what | said to begith was wrong”) or
implicit (“yes, you're right”) retraction of the initial &.

6.2 Car Market

Our second example comes from [7]. Consider a dialogue g@heyturchase of a car
between the agent for a buyer and a sales agent. This mayénaaombination of a
number of the kinds of dialogue identified by Walton and Kmapbb] (combined, for
example, as discussed in [6]).

The dialogue might open with an information seeking diakbguwhich the sales
agent attempts to find out how much money the buyer is pregarspend, and what
features the buyer is looking for. It might then pass intoraquiry stage, during which
the two agents attempt to identify the best car, then a reimtito settle the price, and
this latter may include some persuasion on the part of tles sagent in order to get the
buyer to agree.

There are several points here where the buyer might find artdgeous to lie. It
might be beneficial for the buyer to misrepresent the prie¢ she is prepared to pay,
mentioning a smaller amount than is really the case (to agidnflation of prices, for
example, and also to rule out any attempt by the sales agprégent unsuitably expen-
sive vehicles). It might also be beneficial to lie about trediees sought — covering up
a weakness for small red sporty cars for example — if theséntig exploited to the



agent’s disutility, or to be able to pretend that a figure nogretd during the negotiation
is so high that negotiations should be broken off then antfie the hope of gaining
a concession).

Again, these forms of lying are exactly those provided fooum model.

7 Summary

This paper has presented a formal model of lying in agentdagstems. Arguing that
lying can be a useful, and under certain circumstances aathsj feature of agent-
based systems, we have adapted a dialogue framework fropre@uous work to allow
the assertion of untruths. We have presented an axiomatiarges for the new part of
this framework, and have discussed some of the consequefitesmodification.

Our work on this topic is ongoing, and there are many areaswhaeed to explore
in order to have a comprehensive treatment of lying. What we peovided here is the
start of a semantics for lying in the context of argumentatithat formalisation needs
to be completed. However, the formal semantics alone is matigh. We also need to
develop our understanding of tipeagmaticsof lying as well. When is it acceptable
to lie? When is it better (and in what sense) to lie than to tedl truth? If we are
going to lie, what basis shall we use for our lies? These ahdrajuestions need to
be answered. In addition, we are also looking to implememtiialogue framework to
allow us to experimentally evaluate the utility of allowiagents to lie.
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