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Abstract. Many autonomous agents operate in domains in which the co-
operation of their fellow agents cannot be guaranteed. ¢h siomains negoti-
ation is essential to persuade others of the value of coatipar This paper de-
scribes a general framework for negotiation in which agerthange proposals
backed by arguments which summarise the reasons why thegaispshould be
accepted. The argumentation is persuasive because thengeshare able to alter
the mental state of the agents involved. The framework igiied by our work

in the domain of business process management and is explasireg examples
from that domain.

1 Introduction

Negotiation is a key form of interaction in systems compasieahultiple autonomous
agents. In such environments, agents often have no inheoetribl over one another
and so the only way they can influence one another’s behaisdwy persuasion. In
some cases, the persuadee may require little or no congitaiact in the way desired
by the persuader, for example because the proposed coumstmf is consistent with
their plans. However, in other cases, the persuadee mawtiling to accept the pro-
posal initially and must be persuaded to change its beliefals or preferences so that
the proposal, or some variant thereof, is accepted. Inreithee, the minimum require-
ment for negotiation is for the agents to be able to make malgdo one another. These
proposals can then either be accepted or rejected as isghercthe contract net pro-
tocol [16], for instance. Another level of sophisticatioccars when recipients do not
just have the choice of accepting or rejecting proposalshaue the option of making
counter offers to alter aspects of the proposal which aratigiactory [15]. An even
more elaborate form of negotiation —argumentation-baséslthat in which parties
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are able to send justifications or arguments along with (eyproposals indicating
why they should be accepted [11, 13, 18]. Arguments suchtbis is my final offer,
take it or leave it”, “last time this job co&b, I'm not going to pay10 now”, and “the
job will take longer than usual because one of the workerff Eack” may be necessary
to change the persuadee’s goals or preferences.

This paper deals with argumentation-based negotiatiocale this is a large re-
search topic [9, 19] we limit our scope to argumentation leetswcomputational agents
where a persuader tries to convince a persuadee to undarpaitcular problem solv-
ing task (service) on its behalf. We outline the componehts formal model for the
process of argumentation-based negotiation which camaitély be used to build ne-
gotiating agents for real world applications. While we d@wour previous work in this
area, in this paper we shift our attention from the mechasifmgenerating counter
proposals [15] and those for generating and interpretiggraents [13] to the social
aspects of the negotiation. Moreover, we take advantagbeofvork on Dialogical
Frameworks introduced in [12] to define the static aspecth@®hegotiation process:
shared ontology, social relations, communication languamgd protocol. We define a
minimal notion of thestateof an agent which captures the evolutionary character of ne-
gotiation —enabling the resulting model to recognise déffe types of arguments that
agents can make in support of their proposals. Finally, Wiate how these arguments
can be generated and interpreted by agents.

In the paper we discuss three types of illocutionstiieats—failure to accept this
proposal means something negative will happen to the ai@newards—acceptance
of this proposal means something positive will happen tatient; and (iiijappeals—
the agent should prefer this option over that alternativéfis reason. We realise these
are a subset of the illocutions that are involved in perseaségotiation (see [9] for a
list based on psychological research), but our emphasispsaviding an overarching
framework in which the key components of argumentation eaddscribed, rather than
providing an exhaustive formalisation of all the argumgpgts which can be found in
the literature. We illustrate these constructs throughaing example introduced in the
following section. The main contribution of this work isgtfefore, to provide a formal
framework in which agents can undertake persuasive negoti@ change each other’s
beliefs and preferences using an expressive communiciaimuage. Moreover, the
framework is neutral with respect to the agent’s internahaecture and imposes few
constraints on its formal resources.

2 Argumentation in Business Process Management

This section describes the scenario which will be used tistilate the principles and
concepts of our model of argumentation. The scenario isvaietil by work in the
ADEPT project [8] which has developed negotiating agentbimsiness process man-
agement applications. In particular, we consider a mugjérd system for managing a
British Telecom (BT) business process —namely, providingiatation for designing
a network which offers particular services to a customegyfé 1). The overall pro-
cess receives a customer service request as its input artagemnas its output a quote
specifying how much it would cost to build a network to realthat service. Here



we consider a subset of the agents involved in this actitlity:customer service divi-
sion (CSD) agent, the design division (DD) agent, the swwegpartment (SD) agent,
and the various agents who provide the out-sourced ser¥igetting customers (VC
agents). A full account of all the agents and their negatiegiis given in [15].
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Fig. 1. Agent system for BT’s Provide_Customer_Quote” business process. The direction of
the arrow indicates who provides the service labelling thevato whom.

The first stages of the ProvideustomerQuote service involve the CSD agent cap-
turing basic information about the customer and vettingctitomer in terms of their
credit worthiness. The latter service is performed by on¢hefVC agents and ne-
gotiation is used to determine which one is selected. If tr#amer fails the vetting
procedure, then the quote process terminates. Assumingutemer is satisfactory,
the CSD agent maps their requirements against a servic®lpmrif the requirements
can be met by a standard off-the-shelf portfolio item therinamediate quote can be
offered based on previous examples. In the case of bespokeesethe process is more
complex. The CSD agent negotiates with the DD agent for thecseof costing and de-
signing the desired network service. To prepare a netwasigdet is usually necessary
to have a detailed plan of the existing equipment at the ousts premises. Sometimes
such plans might not exist and sometimes they may be out ef takither case, the
DD agent determines whether the customer site(s) shouldrveyed. If such a survey
is warranted, the DD agent negotiates with the SD agent toStirveyCustomerSite
service. This negotiation differs from the others preseithis scenario in that the two
agents are part of the same department. Moreover, the DD hge@a degree of author-
ity over SD. Agent negotiation is still required to set thaitigs of the service, but the
SD agent cannot simply refuse to perform the service. On tetiop of the network
design and costing, the DD agent informs the CSD agent whichms the customer
of the service quote. The business process then terminates.

The precise nature of the argumentation which can occueiatbrementioned ne-
gotiations is determined by three main factors: (i) the iegjon arity —pairwise (1 to
1) negotiations (e.g. the CSD and DD agents for the desigmankservice) differ from
1 to many negotiations (e.g. the CSD and VC agents for theCvistomer service); (ii)



Type Id Parties Content Comments
Match the offer | have from another VC, otherwise ithreaten to terminate current nego-
Threatenl |CSD-VCs break off this negotiation. tiation thread.
Make sure you get back to me in the specified nijfrhe .
: s . [ Thfeaten to terminate all future rje-
2 |CSD-VCq{ gﬁ]réod or | won't involve you in future rounds of b'dg]otiation threads.
3 |pp-sp If you cannot complete the service sooner, I'll infgfiinreaten to inform outside party |of
your boss that we missed the deadline because of (pmrceived) poor performance.
If you produce this design by this time we’'ll be ableltadicate positive effect of perform-
Reward |4 |CSD-DD get the quote to our major customer ahead of timeing action by specified time.
5 |csp-ved If you vet this customer by this time, I'll make syrromise future involvement for ac-
Jyou're involved in subsequent rounds of bidding. |cepting current proposal.
Last time you vetted this customer, it took this Ieng{
-VCy ~ - ’ eal to precedent.
Appeal |6 |CSD-VCy of time and cost this much. Bp P
You must complete this design within 48 hours [he- eal to (company’s) prevail
7 |CSD-DD |cause company policy says customers must bg r%) panys) p 9
G practice.
sponded to within this time frame.
This customer may be in financial trouble, therefore
8 |VC-CSD |more time is needed to carry out a higher quality Meppeal to (CSD’s) self interest.
ting.
The design will take longer than normal because|pgne . _. . .
9 |bD-CSD of our surveyors is on holiday this week. %vealmg new information.
Customer has many premises and they all need fo be ) )
10|SD-DD |surveyed, thus this service will take longer than npgevealing new information.
mal.

Fig. 2. Sample arguments in the BT application.

the power relations [2] between the negotiators —most n&gmts are peer-to-peer,
but the DD and SD negotiation over the Surv@ystomerSite service is an example
of boss-to-subordinate negotiation; and (iii) the orgatiial relationship of the nego-
tiators —some negotiations are between agents of the sayaaisation (e.g. the CSD,
DD and SD agents), while others are between agents of diffenganisations (e.qg.
the CSD and VC agents). Our experience in the domain showsida@argumentation

between agents can be captured by the three types of argumeatibned in the Intro-

duction —threats, rewards and appeals. Some examplesiohsgiements are given in
Figure 2.

3 Negotiation Model

Our model describes the process of a single encounter atigatbetween multiple
agents over a deal. Deals are always between two agentghtlaouagent may be en-
gaged simultaneously in negotiation with many agents foivargdeal. Negotiation
is achieved through the exchange of illocutions in a shaoedneunication language
C'L. The actual exchange of illocutions is driven by the pgptting agentsindividual
needs and goals —something that will not be part of this natioh model. Neverthe-
less, this exchange is subject to somiaimal shared conventioms the intended usage
of the illocutions inC' L, and a simple negotiation protocol. These conventionsaé&a

1. The elements that are relevant for the negotiation of &-eiérathe form ofissues
andvaluesthat may evolve as negotiation proceeds.



2. The rationality of the participating agents —in terms ofne form of preference
relationships or utility functions which enable the agdntsvaluate and compare
different proposals.

3. The deliberation capability of the participating agest the form of an internal
statein which the agent may register the history of the negotiatie well as the
evolution of its own theoretical elements on which its diecis are founded.

4. The minimal shared meaning of the acceptable illocutiedisis is captured in the
way that areceivedillocution should be interpreted when heard by an agent, and
by making explicit the conditions that enable an agent tqos&enerate’) a given
illocution at a given time.

A minimal set of concepts which are necessary to represenstttic components in
automated negotiation are presented in Section 3.1, ardi/tt@amic components —the
concepts of a negotiation thread and a negotiation state-rtaoduced in Section 3.2.
Social aspects that are relevant for persuasive argumentealt with in Section 3.3,
and the process of interpreting and generating illocutisiiiistrated in Section 3.4.

3.1 A Basic Negotiation Ontology

Negotiation requires communication between the agentsfanit to be unambiguous,
each agent must have a unique identifier. We denote the sintffiers of the agentsin-
volved in a negotiation adgents'. The agents involved in a negotiation will have a va-
riety of social relationships with one another. These m@festhips have an importantim-
pact upon the persuasion and argumentation process. Fandes prestigious speakers
have a large persuasive impact and peers can be persuadeéasdy than non-peers
[9]. To model this characteristic, we assume that a genailshared social relation
is defined between the agents. This relation can be moddlacbhinary function over
a set of social roles, denoted Bsles. In the BT scenario, for exampl&oles would
be: {Customer, Contractor, Boss, Peer}. Finally, we assume that agents, when ne-
gotiating, interchange illocutions in a common communaatanguage’ L defined
over a set of illocutionary particles whose propositiomaitent is expressed in a shared
logical languagéd.?. The precise nature df is unimportant in our model (e.g. it could
be a propositional language or a modal language), howewaust contain at least the
following:

1. Variables To represent the issues under negotiation. They have tarehles be-
cause issues need to be bound to different values durindiaggpo.

2. ConstantsTo represent values for the issues under negotiation. gigpmnstant
‘?"is needed to represent the absence of value, and allownfierdefined proposals
between agents. (Note this constant does not mean “doe’t.yar

3. Equality. To specify the value of an issue under negotiation.

! In practice, this set may change dynamically (e.g. newngitompanies may be created and
old ones may disappear). However, since this process caedreas independent from the
negotiation process, our model is presented with respecfii@d set.

2 |n practice, agents often have heterogeneous informatimets and so need to use one of the
variety of techniques for allowing them to interoperate7]sHowever, in this work we adopt
the simplest solution and assume a common language.



4. Conjunction To define complex sentences.

All of these features are necessary to express the kindsnoérsees involved in the
negotiation proposals discussed in this paper. An exanff@eah a sentence is:

(Price = £10) A (Quality = High) A (Penalty =7)

where ‘Price’, * Quality’, and ‘Penalty’ are the issues under negotiation and so are
represented as variables;10’, * High’, and 7’ are values for those issues and so are
constants; =’ denotes equality; and\’ denotes conjunction. However, the language
defined so far is not expressive enough to describe evegythit is involved in a
negotiation. In particular, to ‘reason’ and ‘argue’ abofiers it is necessary at the very
least to have some way of expressing preferences betweens.ofiffers are formulae
in L, hence the most obvious way of representing preferencesbatformulae would
be as a second-order relation/inHowever, this would mean thatwould be a higher-
order logic, with the associated computational problensugh logics [6]. As a result
we prefer to express preferences as a meta-languagevith the following minimum
requirements:

1. Quoting functionsTo represent formulae ib as terms inV/ L.
2. A preference meta-predicaf€o express preferences between formulak.in

For example, given the sentend@sce = £10, andPrice = £20in L, we can express
a preference for the first over the second as:

Pref (equal ([ Price], [ £10]), equal([ Price], [ £20]))

where ‘equal’ is the quoting inM L of the predicate=' in L, and ‘Pref’ repre-
sents the preference meta-predicate. In the remaindeegidper, instead of writing
equal ([ Price], [ £10]) the more compact representatigfrice = £10] is used.

The common communication languadgéL, accounts for the set of illocution-
ary particles necessary to model the set of illocutionatg aee study in this pa-
per. The acts can be divided into two sefg,,, corresponding to negotiation parti-
cles (those used to make offers and counter offers)fgpd corresponding to per-
suasive particles (those used in argumentatidg),, = {offer,request,accept,
reject,withdraw}, [,.rs = {appeal, threaten,reward}. Other illocutions could
conceivably be brought int6'L but the present set is sufficient for our purposes.

The negotiation dialogue between two agents consists ofj@esee of offers and
counter offers containing values for the issues. Theseoffed counteroffers can be
just conjunctions of issue = wvalue’ pairs (of f er) or can be accompanied by per-
suasive arguments [ir eat en, r ewar d, appeal ). ‘Persuasion’ is a general term
covering the different illocutionary acts by which agemystd change other agent’s be-
liefs and goals. The selection of three persuasive pastiolthe sefl,,, is the result of
an analysis of the domain, as explained in Section 2, as welf the persuasion litera-
ture [9, 18].appeal is a particle with a broad meaning, since there are manyrdiite
types of appeal. For example, an agent can appeal to aythontrevailing practice or
to self-interest [18]. The structure of the illocutionait & appeal(a, b, &, [not]y, t),
where is the argument —a formula i or in M L, or an illocution inC' L— that



agenta communicates té in support of a formulg (which may be a formula ei-
ther in L or M L). All types of appeal adhere to this structure. The diffgnmature of
the appeal is achieved by varying thein L or M L or by varying[not]e in CL —
not ¢ is understood as the fact that actiprdoes not take placeé hr eat en andr e-
war d are simpler because they have a narrower range of intetipretaT heir structure,
threaten(a, b, [not]y1, [not]ys, t) andreward(a, b, [not]yy, [not]is, t) is recursive
since formulae); and, again may be illocutions i€’ L. This recursive definition
allows for a rich set of possible (illocutionary) actiongpporting the persuasion. For
instance, agent DD can threaten agent SD that it will infolisSoss about SD’s
incompetence if SD does not accept a particular deal:
threaten(DD,SD, not accept(SD, DD, time = 24h,t2),
appeal(DD, Boss_of .SD, SD = incompetent,
not accept(SD, DD, time = 24h,t2),t3),11)
Having introduced all the components, we can now describ@ialpgical framework
for persuasive negotiation.

Definition 1. A Dialogical Frameworkis a tupleDF = (Agents, Roles, R, L, ML,
CL,Time), where

1. Agents is a set of agent identifiers.

2. Roles is a set of role identifiers.

3. R: Agents x Agents — Roles, assigns a social role to each pair of agents. Social
relations can therefore be viewed as a labelled graph.

4. L is a logical languagesatisfying the requirements mentioned abaVeals(L)
denotes the set of all possible conjunctive formulad. iaver equalities between
issues and values, i.e; = v1 A ... Az, = v,. Dealsr-grec(L) C Deals(L)
excludes *?’ as an acceptable value in a deal.

5. ML is a metalanguage ovérsatisfying the requirements mentioned above.

6. CL is the language for communication between agents. Givére Agents and
t € Time itis defined as:

(@) if§ € Deals(L) thenrequest(a,b,d,t) € CL.

(b) if § € Dealsr-free(L) thenoffer(a,b,d,t), accept(a,b,d, t), reject(a, b,
0,t) € CL.

(c) withdraw(a,b,t) € C'L.

(d) if 1,990 € CL, & € LUML,andy € LU ML U CL thenthreaten
(a, b, [not]iy, [not|ipa, t), reward(a,b, [not|yr, [not]ys,t), appeal(a,b, &,
[not]p,t) € CL.

7. Time is a discrete totally ordered set of instants.

Note that the time stamp, which appears as the last argumatitiilocutions, will be
omited when there is no ambiguity.

Agents can use the illocutions L according to the following negotiation protocol
(see Figure 3):

% In keeping with the spirit of specifying a framework whichnisutral with respect to the agent
architecture, we do not commit to any specific formal langubgt note thaf. could be as
simple as a propositional language or as elaborate as amodial BDI logic [10, 14].



1. A negotiation always starts withdeal proposali.e. anof f er orrequest. In
request illocutions the special constant ‘?’ may appear. This isutita of as
a petition to an agent to make a detailed proposal by fillireg'#s with defined
values.

2. This is followed by an exchange of possibly many counteppsals (that agents
mayr ej ect ) and many persuasive illocutions.

3. Finally, aclosingillocution is uttered, i.e. aaccept orwi t hdr aw.

Proposal(b,a)

Proposal(a,b)

wi t hdr awa,b),
wi t hdr awb,a)

wi t hdr awa,b),
wi t hdr awb,a)

Initial state

Q Final state

Fig. 3.Negotiation protocol. Irccept(z, y, ) andreject(x, y, ¢) illocutions¢ always refers
to the last proposaProposal(z,y) stands for any illocution constructed with any of the follow
ing particlesof f er ,t hr eat en, r ewar d, appeal , and between agentsandy. We omit the
time stamp in the illocutions.

3.2 Negotiating agents

The Dialogical Framework described in the previous seatimmesents the static com-
ponents of the negotiation model —those that are fixed faregjbtiations. This section
presents the dynamic elements —those that change as aifmntiegotiation proceeds.
Although our model aims to be as neutral as possible abowdkat architecture, in
order to capture essential aspects of persuasion it is seget® assume that the agents
have memory and are deliberative. Memory is expressed bysnafaan evolvinghe-
gotiation statewhich, in turn, requires the notion ofreegotiation thread12] to capture
the history of the negotiation dialogue between a pair ohégye

Definition 2. A Negotiation Thread between agenta,b € Agents, at timet €
J;ime, notedy! . ,, is a finite sequence (ordered Bime) of the form(mgf;_}ei 1ty <
t) where:

1. ;L’Zj;%ei e CL,



2. d;, e; € {a,b}, the thread contains only illocutions between agerdaadb,
3. d; # e;, theillocutions ardetweeragents, and
4. ift, < 4 thenissues(xg’j%ei) C issues(xfjj%ej), whereissues(x) represents
the set of issues mentioned in illocutien That is, we assume monotonicity over
the set of issues under negotiation, so that once an issusekasbrought into the
negotiation, it is never supressed. We will use ellipsis medver useful to make

more compact expressions.

We denote the last illocution in a threadis\Ve say a negotiation threaltis active if
¥ is notanaccept orw t hdr awillocution.

In an extension to our previous work [15], we want to captheeitiea that new issues
may arise during the negotiation process. This is necessguse we consider that
one of the main ways in which an agent may persuade anothet #imdesirability
of a particular proposal is to introduce new issues that habherto not featured in the
thread. This means that we need an explicit representafitimecset(? of issues an
agent is aware of. Preferences also evolve. This may be bectaavolves or because
the agent is persuaded to change its preferences. Thus ¢hé€saigternal theory’,
which includes its preferences M L and a set of other formulae ih modelling the
domain, must be explicitly represented in the agent’s stat¢his model we do not
impose any specific requirements’®BnHence the following definition:

Definition 3. A Negotiation State for an agenta at time ¢ is any 3-tuples =
(2,T,H), where

— (2 is afinite collection of negotiable issues.

— T C LU ML, is atheory in the common languages.

— H, the negotiation history, is the set of all negotiation #u® involving agent.
Thatis,H = {¥;4|i € Agents}.

All possible negotiation states for agenwill be denoted byS,. As an illustration of
how these notions are used, consider the following example:

Example 4.The CSD agent is negotiating withlaC; agent for the VeCustomer ser-
vice for company A. The CSD agent proposes that the serviaobwleted for£10
and should take 24 hour¥.C; responds that company A is known to be in financial
difficulty and therefore a more time consuming and expengaging should be under-
taken (Figure 2, id 8). Moreover, in order to meet the dea&diifC; will need to delay
the vetting of another BT customer (company B) for which areagent has already
been reached. This dialogue may be representétims the sequence:

1. offer(CSD,VC;, Company = A A price = £10 A time = 24h,t;)

2. appeal(VC;,CSD, Company = A A price = £20 A time = 48h,
Financial_Status = bad N\ Quality_vetting = high, t2)

3. appeal(VC;,CSD, Company = B A delay = 24h,
accept(V C;,CSD, Company = A A price = £20 A time = 48h,t5), t3)

This example shows how the range of isstiemvolved in the negotiation is extended
(the delaying of the vet customer service for company B) awvdew information (the



fact that company A is known to be in financial difficulty) cam trought to bear. This
revelation of information means that the CSD agent extetsdddmain theoryl” (to
include the fact that A may not be creditworthy). ]

3.3 Persuasive agents

As the previous example already showed, the illocutionang @n CL built from
Iers allow arguments to be made in support of a deal. The basidibgilblock
for argumentation i:ppeal(a, b, &, [not]p, t) wherea,b € Agents, ¢ € LU ML,
andp € LU ML U CL. This is read as “agent wants agent to add ¢ to
its current theory with argumetitot]p supporting it”. The other persuasive illocu-
tionary actsthreaten(a, b, [not]y1, [not]i2, t) andreward(a, b, [not|yn, [not]s, t)
with ¢,¢ € CL, can contain arguments as longs and/ory, are appeals, or,
recursively, contain appeals.

The interpretation of a persuasive argument for a formutardgnes whether the
hearing agent changes its theory. To make a choice the agasiders the (possibly
conflicting) arguments coming from other agents, and fr@alfit as proofs generated
by its own theory. In our domain, and in other work on MAS [BE social role between
the agents is a determining factor in deciding which argunseould be preferred.
Hence, an authority relation is derived from the social saed this is then used as
the mechanism for comparing arguments. Precisely whiclalades correspond to a
power relation between the agents depends on the partidoaain. In this scenario,
for example, the role ‘contractor’ determines a power retebetween the CSD agent
and the vetting companies. To build a directed graph reptigggethe authority that one
agent has over another, we take the labelled graph assbuidtethe social relatio®,
remove the links labelled with non-power roles, and add theessary links to make
the relation transitive. Hence the following definition:

Definition 5. Given a Dialogical FrameworR F' = (Agents, Roles, R, L, M L,CL,
Time) and a set of authority roleBower C Roles, we define theauthority graph
AG C Agents x Agents, for DF as:

1. If R(a,b) € Power then(a,b) € AG
2. If (a,b), (b,c) € AG then(a,c) € AG

We say an authority graph is well defined if it is acyclic.

The authority graph encodes the authority relation —or Iafdk, since in general AG
is not totally connected —between any two agents. Now, ouaitipa is that in this
domain the ‘power’ of an argument is determined solely byahthority of the agents
which contribute formulae to its construction. Hence, itégessary to extend the notion
of authority from a relation between agents, as capturetiénauthority graph, to a
relation over sets of agents which will be used to establislthvarguments to prefer.
There are two obvious ways of defining such a relation. We Isatya set of agentd
haslower minimum authoritthan B, A C i, B, if and only if for allb € B there
existsa € A such that(b,a) € AG. And thatA haslower maximum authoritphan
B, A Chax B, ifand only if for alla € A there existd € B such that(b,a) € AG.



Thus, intuitively, the order ,;,, assumes that if any formula used in the argument was
proposed by somebody low in the authority graph the arguiisemeak, whileC .
assumes that as soon as any formula in the argument is prbppsemebody high in
the authority graph the argument is strong. Obviously othehority relations might
also be proposed. From now on we refer to any authority ogldty the symbot-.

In its most general form an argument is a proof for a formula\\e assume that
all agents share the same deductive systems {61z) and ML (-a,). Hence, in this
restricted context, a proof can be represented as the adigarof all the formulae
used in it because it can be reconstructed by the agent inegefv An argument is
then a formulap € L U M L U CL that might be constructed from atomic formulae
presentinitially in the theory of the agent or obtained ieypous negotiation encounters
from different agents. Assuming the existence of a funcSeqport : L U ML U
CL — 24975 that gives the agents whose formulae are used in the cotistriaf an
argument, or the agent that uttered the illocution when C'L. We can use the social
role of those agents to decide how forceful an argument is.

Fundamental to this view of decision making is the idea theg argument may
attack another [3]. We represent the fact that an arguseqsupports a formula as
a pair(Arg, ) and the fact that the argument péitrg; , 1) attacks(Args, p2) by
Attacks((Argr,¢1), (Args, v2)). The precise meaning ddttacks depends strongly
on the concrete languagésand M L being used. For the purpose of this paper we
follow Dung [3] in assuming that it is a primitive notion, kmecse our focus is on how
to resolve the effect of an attack no matter how it is defined.

Definition 6. Given the two argument pair€Arg;, 1) and (Args,¢2) such that
Attacks((Argr, p1), (Args,p2)) then (Arg;, p1) will be preferred to(Args, v2),
which we write as(Args,p2) < (Argi, 1), if and only if Support(Args) C
Support(Arg:,). When (Args, p2) A (Argi,¢1) and (Argr, p1) £ (Args,p2) we
say that an agent is indifferent with respect to the argumenand denote this by
(Argy, 1) ~ (Args, p2).

The agents use argumentation as the means to decide hovetprattincoming and
generate outgoing illocutions. On receiving an argumeint({drg, , ¢; ) that is not at-
tacked by any argument pdidrg., =) built from its current theory, an open-minded
agent may simply add the argumehtg; and the formulap; to its theory. In contrast,
a more conservative agent may not accept a propositionsiitlesmes from a higher
authority. WhenAttacks((Arg, ¢1), (Args, ¢2)) the most preferred (in the sense de-
fined above) argument pair is kept(Hrg; , 1) ~ (Args, ¢2) Some additional criteria
must be applied to decide which to keep, for instance epistentrenchment [4].

Example 7.The DD and SD agents are negotiating over the SufestomerSite ser-
vice. DD proposes that the service should be completedmwihiihours. SD indicates
that one of its surveyors was planning to go on holiday andsecstrvey will take 48
hours (Figure 2, id 9). DD indicates that it must have theisergompleted within 24
hours. InC'L this is expressed as:

1. offer(DD,SD,time = 24h A service = Survey_Customer_Site, t,)
2. appeal(SD, DD, time = 48h, surveyor(Smith) A holiday(Smith), t2)



3. appeal(DD, SD,time = 24h, time = 24h, t3)

In this example, SD issues an appeal to DD for more time to ¢et@phe survey ser-
vice. DD rejects this argument saying the service must bepteted within 24 hours.
SD now has two arguments that attack one anoteétucks((surveyor(Smith) A
holiday(Smith),time = 48h), (time = 24h,time = 24h)). It resolves them by
referring to its authority graph which indicates that thehauity of DD’s argument
is more powerful than its own (since DD is its boss, that(B,D,SD) € AG)
and therefore it must do whatever is necessary to ensureethvie is completed
within 24 hours. That isSupport(surveyor(Smith) A holiday(Smith)) = {SD},
Support(time = 24h) = {DD} and given that DD,SD) € AG we have that
(surveyor(Smith) A holiday(Smith),time = 48h) < (time = 24h,time = 24h)
because in our exampleSD} C {DD} (using either of the measures mentioned
above). [ ]

3.4 Interpretation and Generation of lllocutions

For pragmatic reasons, we separate the definition of therg@saf illocutions into
two different operations] andG (see examples 8 and 9). The former implements the
negotiation-state transition associated with hearingvargillocution, while the latter
determines the illocutionary action to be taken in a palaicstate.

The underlying idea is that any illocution may introduce rigsues into a negotia-
tion, while appeals may, in addition, modify the prefereredationships and the agent’s
theory. However, the actual effect of an illocution depenilshe agent’s interpretation
of the utterances it receives. This interpretation protessghly domain-specific and
is also dependent upon the internal structures preseng iagant architecture. For this
reason, we illustrate how our framework can be used to defawrgaratively simple
open-minded agent. Naturally this does not prescribe hbagehts should behave, but
rather exemplifies the concepts of our model which can be tesddfine many other
types of agent.

The illocution interpretation functio for an open-minded agent is based on the
following intuitions:

— Everyillocution extends the corresponding thread in thgotiation history. In this
way, for example, complete illocutionary histories allogeats with total recall
to be modelled. Forgetful agents can then be modelled byadistw part of the
negotiation thread.

— Allillocutions may introduce new issues into the negotiati

— Appeals may change an agent’s preference relationshipy. miag change the the-
ory as well by extending it with the formulae of the argumenthe appeal, pro-
vided that the current theory cannot build attacking argushéor the appeal.

4 However, we do not update agents’ theories in this minimalasgics because we wish to
keep the interpretation of illocutions reasonably neutvih respect to the agents’ internal
architectures.



Example 8. Open-minded Interpretatidbiven a communication languagd., a dia-
logical frameworkD F', and the set of all possible negotiation statggor an agenb,
the interpretation function for ampen-minded ageid defined byl : CL xSy x DF —
Sy such that —having = (£2,T,H), H = {¥;|i € Agenis}, and ” representing
concatenation— we have

1. I((a,b,6,t),s,df) = (22U dssues(8), T, H — Vpesa + Vpsa)
with t € Inego; Vhsa = Ppra’t(a, b, 6, ¢)
2. I(threaten(a,b, [not]y1, [not]ys,t), s, df) =
(2 Uissues(y1) Uissues(¥2), T, H — 9psa + Vpya)
with Vyesa = Vb threaten(a, b, [not]yr, [not]is, t)
3. I(reward(a,b, [not]y1, [notls, t), s, df) =
(2 Uissues(y1) Uissues(¥2), T, H — 9psa + Vpya)
with Vysa = Vb reward(a, b, [not|r, [not]is, t)
4. I(appeal(a, b,¢, [nOt]‘ﬂ t): S, df) = (9,7 TI7 H — o0 + 19;;«—»0,)
with Vyesa = Upesa appeal(a, b, &, [not]p, t);
if no (Arg, ) built from T" such thatdttacks (([not]e, £), (Arg, )
then 2 = N Uissues(£) Uissues(p);
if pe LUMLthenT' =T + ¢+ pelseT' =T +¢
else' =2, 7"=T
|

Finally, an agent’s specification must include a way of computing the nexcilition

to be uttered in the negotiation thread. That is a funofionS, x DF — CL needs to
be defined. This function must conform with the protocol d&gad in Figure 3 and can
conveniently be represented as a collection of conditictiea rules, where the action
is an illocutionary action. How an agent chooses which iltaan to utter depends on
many factors: the history of the negotiation, the activelgoéthe agent, or its theory,
and it also depends on the way that particular agent intexphese illocutions. The
following example illustrates a simple negotiation dialegoetween two agents and
contains a fragment of @ function.

Example 9.We use an expanded version of the argument presented in Exantp
illustrate specific instances of illocution generation amdrpretation functions. Given
the two initial illocution interchanges:

1. offer(DD, SD,time = 24h A service = Survey_Customner_Site, t1)
2. appeal(SD, DD, time = 48h, surveyor(Smith) A holiday(Smith), t2)

We show two decisions taken by two different types of agemtiaathoritarian’ DD
agent which exploits its social power (and threatens torinfthe company chairman
that SD did not agree to complete the task within 24h), andaciiatory’ DD agent
which resorts to an explanatory appeal (that it is comparigypthat quotes must be
handled within 24h):

3.1 Authoritarian : threaten(DD, SD, not accept(SD, DD, time = 24h,t3),
appeal(DD, Chairman, not accept(SD, DD, time = 24h,t3),t4))

5 An alternative way of looking at the interpretation of illgons is as programs that transform
one state into another. A natural formalism for that intetation is Dynamic Logic [12].



3.2 Conciliatory: appeal(DD, SD,time = 24h, BT _Policy Time = 24h, t3)

TheG function of an ‘obedient’ SD agent that, whenever possithbes what it is told
could include the following decision rules where ‘self’ repents the agent interpreting
the illocution:

if Uessey = threaten(z, self, not accept(self, x,d),v2) and (z, self) € AG
and can_do(d) then accept(self, z,d)

if 94 seif = threaten(z, self, not accept(self,x,d),vs) and (z, self) € AG
and not can_do(d) then ¢’ = compute_counter _offer(s, DF);offer(self,x,d’)

if 9y seir = appeal(z, self, €, p) and oy — g € T then appeal(self, z, ~p, )

Assuming thatan_do(time = 24h A service = Survey_Customer_Site) is true, by
subcontracting the task say, the dialogue with the autimiait DD ends with:

4.1 accept(SD, DD, time = 24h A service = Survey_Customer_Site, ty)

On the other hand, if we assume that the r®Bd _Policy_Time = 24h <>
Fully_staffed is true and DD utters 3.2, the agent could reply with:
4.2 appeal(SD, DD, not (BT _Policy_Time = 24h), not Fully_staffed) [ ]

To further illustrate the power of our framework, Figure 4wsis the representation in
C'L of the arguments presented in Figure 2.

Id Dialogue
appeal(CSD,VC;,offer(VC;,CSD,4), true),
threaten(CSD, VC;, not offer(VC;,CSD,§),withdraw(CSD, VC;))

threaten(CSD, VC;, not offer(VC;,CSD, ... A time < limit),
not request(CSD, VC;, Future?))

1

& Future is an universally quantified variable over the future inttan Time.

threaten(DD, SD, not acccept(SD, DD, ... A time < limit),
appeal(DD, Bosssp, Y% not acccept(SD, DD, . .. A time < limit)))

& ¢ expressing the fact that the deadline has been missed.

reward(C'SD, DD, accept(DD,CSD,}$),
appeal(C'SD, OurBoss, ¥, accept(DD,CSD,§)))?

86 = ... Vet = Customer; A time < limit. The reward consists of passing the infor-
mation to our bossyp represents the satisfaction 6stomer;.
reward(C'SD, VC;,accept(VC;,CSD,...ANtime = kA...),request(CSD,VC;, A, Future))?

& A stands for a deal, anBluture stands for an instant in the future.
appeal(CSD, Vi, time = tAcost = c,accept(VC;,CSD,...Atime = tAcost = c, Before?))

2 Beforerepresents a previous instantifime.
7 ||appeal(C'SD, DD, time = 48h, BT _policy_time = 48h)

8 ||appeal(V C;, CSD, time = high, Financial_status = trouble A Quality_vetting = high)

9 ||lappeal(DD,CSD, time > tpormal, surveyor(Smith) A holiday(Smith))
1

o

appeal(SD, DD, time > tnormal, Number_premises = High)

Fig. 4. Formalisation of the arguments presented in Figure 2.



4 Related Work

Much of the existing work on agent-based negotiation isedah game theory, e.g.
[17]. Although this approach has produced significant tesahd has been successful
in many negotiation domains, it embodies a number of lirgisissumptions about the
agents’ knowledge and utility functions. Even when thisrapph is extended, as in
[11], to cope with conditions that change over time, it doesatddress the problem of
how these changes can be accomplished by one agent inflgearoither, nor does it
cope with the problem of introducing new issues into negiotis. Changing prefer-
ences through persuasion, in multi-agent systems, waessktt in Sycara’s seminal
work on labour negotiation [18], work extended and fornediby Krauset al. [10].
However, this work is set within the context of a particulgeat architecture, assumes
a fixed and shared domain theory, and deals with five partidyfges of argument
(threats, rewards, appeals to precedent, appeals to lmgvaiactice, and appeals to
self-interest). Furthermore, Kraesal. do not deal with the introduction of new issues
or imperfect rationality. In contrast, our model accommntedgartial knowledge, im-
perfect rationality and the introduction of new negotiatissues —which are relevant
features in many application domains— while only imposirigimal requirements on
agents’ internal states and using a general rhetoricalilzae

We should also acknowledge the differences between our adkthe use of ar-
gumentation to explain how a single agent reasons. In tedgran agent argues with
itself to establish its beliefs. In our work arguments areduly one agent in order to
change another agents’ beliefs and actions. The other tanptadifference is that the
mechanism for resolving conflicts between arguments insiagent argumentation is
often built into the logical language in which arguments esastructed and is based
upon some intuitive notion of what is correct in the worldagle. In contrast, we keep
this mechanism at the meta-level and ground it in knowledigriithe domain. This
has the dual advantage of ensuring that conflicts are resatva way that is known
to be suitable for our domain whilst allowing new conflictakgion mechanisms to be
easily fitted into the model in different domains.

5 Conclusion

This paper has introduced a novel framework for describiegymsive negotiations
between autonomous agents. This provides a sound foundatiduilding specific
artificial agents by instantiating the generic componeanthsasL, ML and7'. The
framework has been strongly influenced by our experiencausinless process man-
agement applications and this makes us confident that itaatuie the needs of other
real world applications. However, we realise that thereaareimber of issues which
require further investigation. Firstly there is the matéhow expressivel' L is re-
quired to be. For instance, at the moment an agent can onlg thaéats and promises
about illocutionary actions (e.g. to tell somebody abomething). It is also desirable
for non-illocutionary actions to be the consequence of aahor promise. Similarly,
while appeals could be used to model a wide range of illoasti®t may be useful
to characterise subtly different types of illocution thgbumore refined interpretation
and generation functions. Secondly, we have reflected am’ageeferences, and the



changes in those preferences, simply as sentences an@sputtie agent’s theory.
Further work is required to tie these preferences to notidmationality, in particular
to standard ideas of expected utility. Finally, we make iheg#fying assumption that
negotiating agents have a common notion of deduction. Tlag be inadequate for
some domains, in which case it will be necessary for agertis tble to discuss what
rules of inference are appropriate.
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