Some thoughts on using argumentation to handle trust
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Abstract. This paper describes some of our recent work on using argumenta-
tion to handle information about trust. We first discuss the importance of trust in
computer science in general and in multi-agent systems in particular. We then de-
scribe the setting of our work, situating it within the broad area of work on trust.
Next we provide an overview of two lines of work we are currently pursuing —
using argumentation to reason about which individuals to trust, and using argu-
mentation to relate sources of information to conclusions drawn from information
provided by those sources. Finally, we outline our current initiatives and briefly
highlight other work that is closely related to ours.

1 Why trust is important

Trust is a mechanism for managing the uncertainty about autonomous entities and the
information they deal with. As a result, trust can play an important role in any decentral-
ized system. As computer systems have become increasingly distributed, and control in
those systems has become more decentralized, trust has become an increasingly more
important concept in computer science [3, 12].

Much of the work on trust in computer science has concentrated on dealing with
specific scenarios in which trust has to be established or handled in some fashion. Thus,
we see work on trust in peer-to-peer networks, including the EigenTrust algorithm [19]
— a variant of PageRank [27] where downloads from a source play the same role as out-
going hyperlinks and which is effective in excluding peers who want to disrupt the net-
work. [1], also in the area of peer-to-peer networks, develops a mechanism that prevents
peers manipulating their trust values to get preferential downloads. [44] is concerned
with slightly different issues in mobile ad-hoc networks, looking to prevent nodes from
getting others to transmit their messages while refusing to transmit the messages of
others.

The internet, as the largest distributed system of all, is naturally a target of much
of the research on trust. There have, for example, been studies on the development of
trust in ecommerce through the use of reputation systems [34] and studies on how such
systems perform [33, 39] and how such systems can be manipulated [21]. Another area



of concern has to do with the reliability of sources of information on the web. [43], for
example, investigates mechanisms to determine which sources to trust when faced with
multiple conflicting sources, while [4] looks at the related question of how to resolve
conflicting information, and [2] extends this idea to rate the individuals who provide
information by looking at the history of the information they have provided. Issues
related to trust in the social web have also attracted much attention [11, 22, 39, 42].

Trust is an especially important issue from the perspective of autonomous agents
and multiagent systems. The premise behind the multiagent systems field is that of
developing software agents that will work in the interests of their owners, carrying out
their owners’ wishes while interacting with other entities. In such interactions, agents
will have to reason about the amount that they should trust those other entities, whether
they are trusting those entities to carry out some task, or whether they are trusting those
entities to not misuse crucial information. As a result we find much work on trust in
agent-based systems [35], including the influential model proposed by [6].

We are studying the use of formal systems of argumentation for handling trust. In
this paper we present a brief, and largely informal, overview of our work to date, with
pointers to the detailed treatment of all the topics we introduce.

2 The setting for our work

Our work considers an agent Ag which is part of a society of agents Ags. Each agent
Ag; € Ags has a knowledge base X; that contains the information that the agent has
about the world. The agents communicate, and so each Ag; can make use of not only
the information that is in its X, but also the information that comes from other agents.
We model this situation by considering that each Ag; has a commitment store C'S;
which contains information that that agent has communicated. Since at the moment
we are only concerned with the perspective of the one agent Ag, we only consider
the commitment stores of agents other than Ag to hold information that the respective
agents have communicated to Ag. That is we ignore issues around how the information
was communicated, who else knows the same information, and so on. We just consider
all information that some agent Ag; has communicated to Ag to be contained in C'S;.

We assume that all agents that have communicated information to Ag are members
of Ag’s social network, and so it is possible to construct a graph which relates Ag to
all these agents. We further assume that it is possible to attach a numerical measure to
each link in this social network to quantify the extent to which an agent trusts those
to which it is linked in the social network. In common with the literature on trust in
social networks, we call such a structure a trust network. Figure 1 is a fragment of the
trust network for an agent john identifying john’s relationships with the agents dave,
mary, alice and jane. (This social network is taken from an example in [20], which
itself is drawn from the FilmTrust network [7, 11], with the trust values normalized
between O and 1.)

Our work has concentrated on establishing mechanisms by which our featured agent
Ag, john in the case of Figure 1, can use the information it obtains from its acquain-
tances in a way that reflects its trust in them. Thus, there is an assumption that if some



Fig. 1. A simple trust network

proposition p € C'S;, then Ag will accord that proposition the belief bel(p) where:

bel(p) = ttb(tr(Ag, Ag;)) ey

That is, bel(p) is some function of the trust that Ag has in Ag; regarding its belief in p.
Thus, in the example of Figure 1, we consider that if john is told p by jane, we assume
that john’s belief in this is a function of his trust in jane.

Thinking a little about john’s relationship to jane raises some issues, one directly,
and others that follow from that first issue. The first issue is that according to Figure 1,
john doesn’t know jane. john only knows mary, and so only directly states his trust in
mary. However, it is common in the literature of trust in social networks to assume that
trust propagates (or, to describe it in another way, is transitive) so that since john trusts
mary and mary trusts jane, then john can trust jane. The assumption of transitivity
(and it is a big assumption, as discussed in [8]) then raises additional issues.

The first of these is the context in which john trusts jane. As many authors have
pointed out, not least [8], trust is highly context dependent. john may trust jane in
some domains, but not in others. To use a common example, john may trust jane, a
car mechanic, for information on cars and how to fix them. However, just because john
trusts jane about cars does not mean that he will trust her to recommend a restaurant or
someone to babysit his daughter. Indeed, as [17] points out, the semantics of the links
between john and mary and between john and jane are rather different. Consider
that john is, as in the example from which Figure 1 is taken in [20], looking for rec-
ommendations about which film to watch. If john solicits information from his friend
mary, he is trusting her to recommend films he would like to watch. However, if he
accepts an indirect recommendation from jane, whom he trusts because mary trusts
her, he is relying on jane being a good recommender of films but is relying on mary
being a good recommender of film recommenders. In other words, john is not trusting
mary’s film knowledge in this second case, but her knowledge of people who can rec-
ommend films. [17] distinguishes between functional trust, the trust in an individual to
carry out some task (such as recommending a film), and referral trust, the trust in an
individual’s recommendation of another individual. In our work, we ignore these dis-



tinctions, assuming that the trust networks capture a context in which transitivity holds.
(We can easily imagine an agent having different trust networks for different contexts,
each composed of functional and referral trust links.)

3 How we use argumentation in handling trust

In this section we describe how our work makes use of argumentation to handle trust.

3.1 How argumentation can help

Some models of trust, for example the influential model from [6], start from the position
that trust in an individual is only ever important when the trusting party needs that
individual to perform an action. While it is clear that in such cases trust is important
— if we are going to construct a plan where a critical action is to be performed by
individual I then we certainly need to trust / to do what we need them to — we, like
[23] for example, believe that trust in individuals also has a role to play when those
individuals provide us with information.

In particular, we believe that knowing the sources of the information and the way
in which it is used, that is the provenance of the information, is important when the
sources of the information may not be completely trustworthy. As [26] points out,

By knowing the provenance of data, users can often better understand, trust,
reproduce, and validate it.

The relationship between trust and provenance has been explored by a number of au-
thors, for example [10, 32,40,41]. As we argued in [29], since argumentation records
the data from which conclusions are drawn, it provides a natural mechanism to capture
provenance. This is especially the case when the argument records not only the data
from which conclusions are drawn, but also the full derivation of those conclusions (as,
for example, in [9, 31]).

3.2 Our contribution so far

We are working on two related lines of research. In both, we use argumentation, as
described above, to make explicit the connection between sources of data and the con-
clusions derived from that data. In one line of research, we use argumentation to carry
out reasoning about the trustworthiness of sources — that is to compute trust propa-
gation — with the aim of permitting reasoning about the validity of different forms
of propagation. In the other line of research, we use a graphical representation of ar-
guments as a means of communicating provenance information, as will be explained
below.

In using argumentation to compute trust propagation [30], we assume that each
agent Ag; has a knowledge base, A" C X, containing information about who trusts
whom. Table 1 contains A", | the knowledge base for john, constructed from the

john>
example in Figure 1. Each element of A7, has the form:

({index) : {data) : (value))



The first is a means of referring to the element, the second is a formula, and the third is
the degree of trust between the individuals.

Table 1. Knowledge base containing john’s beliefs

(t1 : trusts(john, mary) : 0.9)
(t2 : trusts(mary, jane) : 0.7)
(t3 : trusts(mary, dave) : 0.8)
(t4 : trusts(alice, jane) : 0.6)
(5 : trusts(alice, paul) : 0.4)

Arguments can then be constructed from A;Z,m using the rules in Figure 2*. For
example, using the first two rules, from Figure 2, Az!" and dp, it is possible to construct

the argument:
Al Fir (trusts(john, jane) : {t1,42} : {Az"", Az dp} : 1)
where all arguments in our approach take the form:
({conclusion) : (grounds) : (rules) : (value))

The (conclusion) is inferred from the (grounds) using the rules of inference (rules)
and with degree (value). In this case the argument says john trusts jane with degree £
(which is 0.9 ®" 0.7), through two applications of the rule Az!" and one application of
the rule dp to the two facts indexed by ¢1 and t2°. Using just Az'" and dp captures the
transitivity of trust, and the crucial inference step is what [13] calls “direct propagation”
(hence the name of the rule dp). Figure 3a shows the result of establishing all the indirect
links possible using direct propagation where ®'" is taken to be min, as we do in [30].

The reason for constructing arguments about trust is primarily so that it is possible
to tell on what basis the conclusion to trust a particular source has been drawn. We do
this because there are a variety of reasons that one might have for trusting a source,
and it may be necessary to identify which reasons(s) have been used in a particular
case in order to be able to dispute or defend them. Making the reasons explicit, as our
approach does, unleashes this possibility. As an example of an alternative to transitivity
as a form of trust propagation, consider the rule cc from Figure 2. This captures a form
of reasoning that [13] calls co-citation. [13] describes this as:

For example, suppose %1 trusts j; and jo, and 2 trusts jo. Under co-citation,
we would conclude that i5 should also trust j;.

4 Note that the consequence relation in Figure 2 is not intended to be comprehensive. There are
many other ways to construct arguments about trust — for some examples see [28] — which
could be included in the definition of .

5 As mentioned above, there are good reasons for using the formulae themselves in the grounds
and factoring the whole proof into the set of rules (as we do in [29]) to obtain structured
arguments like those in [9, 31]. However, for simplicity, here we use the relevant indices.



(n : trusts(z,y) : d) € A"
A by (trusts(z,y) - {n} - {Az?"} < d)

\P&.w%

A by (trusts(z,y) - G R:d) and A by, (trusts(y,z) : H: S : é)
A by (trusts(z, z) - GUH : RUS U {dp} : d®'" &)

dp

A by (trusts(z,y) : G: R:d) and A by, (trusts(z,z) : H: S : €) and AL by, (trusts(w,z) : K : T : f)

“ A by, (trusts(w,y) : GUHUK : RUSUT U{cc} : A7 ER f)

Fig. 2. Some rules for propagating trust



(a) Direct propagation (b) Co-citation

Fig. 3. Two types of trust propagation — in each figure the dashed lines show the indirect trust
relationships that are inferred.

In our example (see Figures 1 and 3b), therefore, co-citation suggests that since alice
trusts jane and paul, and mary trusts jane, then mary should trust paul. The idea
is that since alice and mary agree on the trustworthiness of jane, mary should trust
alice’s opinion about paul. [13] also tells us how trust values should be combined in
this case — mary’s trust in paul is just the combination of trust values along the path
from mary to jane to alice to paul. Figure 3b shows the direct trust link that co-
citation implies in our example where the values are again combined using min, with
mary trusting paul to degree 0.4.

Combining the application of cc with the use of dp, as above, allows the construction
of the argument:

AL Fir (trusts(john, paul) : {t1,2,t4,15} : rules; : )

indicating that john trusts paul (based on john’s knowledge base as in Table 1), where
rulesy is:

{Az' Ax' Ax', Az'™, cc, dp}

and 7 is 0.9 ®" 0.7 ®'" 0.6 ®'" 0.4 (which also comes to 0.4 when ®!"is min).

Once these trust values have been established, john can then apply Equation 1 to
establish a degree of belief for anything the other agents in the trust network tell him,
and then combine this information with what he already knows. [30] describes formally
how this can be done.

The description above concerns the first of the two lines of work we are pursuing:
the use of argumentation to capture trust propagation. Our second line of work employs
a graphical model of arguments as the basis of communicating provenance information.
The model we have developed [38, 37] is best explained through the use of an instance
of a graphical argument of the kind generated by the model. Such a graph is given in
Figure 4. In short, the graph contains three components. First, there is a trust graph.
In this case, it is a subset of the trust graph from Figure 1 — exactly that bit of the
graph from Figure 1 which contains the agents from whom john can infer trust using



direct propagation. Second, there are arguments. These are proof trees where the con-
clusions of the trees are formulae of interest, and each formula that is not an inference
is linked to the agent that supplies the information. In this case, the arguments — taken
from the example in [20] — concern whether or not to watch the Pedro Almodovar
film “Hable con ella” (abbreviated “hce” in Figure 4). Again Equation 1 tells us how
to establish belief values for information that comes from different agents in a way that
depends on trust in the source agent(s). Third, there are arcs that identify conflicts be-
tween arguments. In Figure 4, these are just between the conclusions of arguments, but
more general conflicts are also identified in the full model [37]. Together these three
components make up a trust-extended argumentation graph.

The full model [37] not only includes a formal description of each of these compo-
nents, but also translates standard approaches for evaluating arguments [5] into criteria
that can be evaluated on the graph. In addition, we have identified algorithms for build-
ing the graph and then evaluating the arguments that it contains.

3.3 Current and future work

Our long term aim is to build tools that help users to reason with information from
sources of varying trustworthiness. Our hypothesis is that the graphical argumentation
model we illustrated above is a useful way to do this. Now that we have a formal model
which makes it possible to automate reasoning and link sources to conclusions, we
are working towards testing this hypothesis. To do this, we need an interactive tool,
and implementing such a tool is one of our current foci. One important aspect of the
implementation is the interface. While we believe that it is useful to show users how
sources of information relate to conclusions, we do not think that users will respond
well to complete graphs of the kind in Figure 4 — there is too much information for this
to be easily digested by the average user. Instead we are looking at ways of allowing
users to navigate sections of the graph, zooming in on areas of interest. To help us
understand the best way to do this, we are running user studies where human subjects
develop argument graphs for some simple problem scenarios.

4 Conclusions

We have described our work on using argumentation to handle trust. We focus on the
situation in which some entity uses information that comes from sources of varying
trustworthiness, and look at how argumentation can be used to capture the provenance
of the information used to derive answers to queries of interest. There are two main
aspects of our work to date. One is the use of argumentation as a means of capturing
different mechanisms for propagating trust. The other is the generation of a graphical
model that can be used to communicate provenance information to users. Our current
work is concentrating on implementing the second model and experimentally determin-
ing how best to present results to users.

Finally we should note that though the particular combinations of argumentation
and trust that we are studying are novel, the idea of combining trust and argumentation
is not. Four lines of work on trust and argumentation that are complementary to ours
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are those of Harwood [14, 15], Matt at al., Hunter [16], [24], and Stranders [36]. For
a detailed comparison of this work and ours, see [37]. In addition, argumentation has
been used in the past to reason about risk [18,25], a subject closely related to trust;
though the cited work looks at risk of carcinogenicity given chemical structure rather
than risk due to untrustworthiness.
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