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Abstract

We aim to build intelligent systems which can reason autonomously about
the carcinogenicity of chemicals. Scientific debates in this area draw on
evidence from multiple, and often conflicting sources, both theoretical and
experimental, and participants use various modes of inferential reasoning.
In seeking to automate such reasoning, we have first articulated precisely
the multiple modes of inference used when an assertion of human car-
cinogenicity is made from experimental animal evidence. Because such
inferences are often contested, scientific debate in this domain can be vig-
orous. To model such debates, we propose the use of a form of dialectical
argumentation, drawing on Habermas’ philosophy of Discourse Ethics [9]
and Pera’s philosophy of science [18]. The resulting formalism permits
the representation of uncertainty and disagreement regarding the modes
of inference used, as well as the claims being asserted.

KEY WORDS: Dialectical Argumentation, Inference, Qualitative Reason-
ing, Risk Assessment.

1 INTRODUCTION

Claims of chemical carcinogenicity or toxicity of a substance can be based on
evidence from a number of sources [8, 28], including: (a) chemical theoretical
reasoning, comparing the chemical structure of the substance with that of a
known carcinogen; (b) experiments where the substance is applied to tissue-
cultures in laboratories (mutagenic tests), or to human or animal cadavars; (c)
bioassays, applying the substance to living animals in a laboratory experiment;
(d) epidemiological studies of humans; and (e) theoretically-sound descriptions
of bio-medical causal pathways.

To construct intelligent systems which can reason from evidence sources such
as these, we first need to formalize the reasoning used by scientists when claims
of carcinogenicity are made. In Section 2 we present twelve distinct modes
of inferences deployed when carcinogenicity claims are made on the basis of
bioassay evidence. To our knowledge, these modes of inference have not been
comprehensively articulated before. This is surprising, because science policy
debates often include attacks by participants on the modes of inference used



by others, particularly before a theoretically-sound causal mechanism has been
agreed.!

Evidence from different sources may conflict, and carcinogen risk assessment
usually involves the comparison and resolution of multiple and diverse evidence
[7, 28]. In representing this domain, it is therefore appropriate to use some form
of argumentation (so that the reasons for claims can be represented in associ-
ation with the claims themselves), and within a dialectical framework (so that
cases for and against a particular claim can be compared). An argumentation
formalism also permits the representation of both quantitative and qualitative
information in the reasoning process. This paper proposes the use of a dialectical
argumentation formalism from moral philosophy, originally due to philosophers
Habermas [9] and Alexy [1], along with a model of rational scientific enquiry
due to Pera [18], a philosopher of science. Our framework is outlined in Section
3, and an example is presented in Section 4. Section 5 concludes.

2 INFERRING CARCINOGENICITY

2.1 Modes of inference

Evidence of carcinogenicity of a substance can be derived from many sources.
For reasons of cost, convenience and speed, laboratory tests of the substance on
animal species (bioassays) are a common source of evidence [7, 8, 22]. Because
of the difficulties in inferring conclusions about humans on the basis of evidence
about animal species, most cautious scientists and policy makers would not as-
sert carcinogenicity to humans from a bioassay: they would, at best, only claim
that there is a (perhaps high) probability of human carcinogenicity.? However,
although it is perhaps the most contentious, the animal-to-human inference is
not the only inference being deployed in concluding such a probability. It is
also not the only inference deployed when quantifying the extent of risk. It
therefore behooves us to examine all the modes of inference used. In doing so,
we have abstracted from a number of descriptions and critiques of carcinogenic
risk assessment processes, including [7, 8, 15, 22, 25, 28], both ideal and actual.

For the purposes of exposition, we therefore suppose an archetypical animal
bioassay for a chemical substance A" is undertaken. This will involve the admin-
istration of specific doses of X' to selected animal subjects, usually repeatedly,
in a laboratory environment. Typically, two or three non-zero dose-levels are
applied to the subject animals, along with a zero-dose to the control group.
The rates at which cancers of a specific nature develop is then observed in each
group until a pre-determined time-point (usually the natural life-span of the
animal). Those animals still alive at that time are then killed, and a statistical
analysis of the hypotheses that exposure to the substance X results in increased
incidence of cancer is then undertaken. Suppose that, based on this animal
bioassay, a claim is then made that A" is carcinogenic to humans at a specified
dose. For ease of expression we will notate this claim by ¢. In asserting ¢

LAs an example of debate concerning the possible causes of a cluster of cancer cases, see
the summary in [3].

2Indeed, the U.S. Environmental Protection Agency guidelines [28] permit one to claim
probable human carcinogenicity from (sufficiently strong) animal evidence alone. Although
such a claim would be classed in the second of two categories of “probable”, it is still above
“possible” human carcinogenicity.



from the evidence of the bioassay, a number of subsidiary inferences need to be
made, numbered below as R1 to R12. We have expressed these in the form of
“FROM antecedent TO consequent”. This is short-hand for saying that an act
of inference is undertaken whenever one assumes that the consequent is true
(or takes a particular value) upon the antecedent being true (or, respectively,
having taken a corresponding value).

R1: FROM Administered dose TO Delivered dose. Animal bodies de-
fend themselves against foreign substances. For example, chemicals ap-
plied to nasal tissues are initially repelled by defences in the tissues them-
selves. Larger doses may destroy this first line of defence, thereby permit-
ting proportionately more of the chemical to enter the body’s circulatory
pathways than would occur for smaller doses. In other words, the dose de-
livered to the target tissue or organ of the body may not be proportionate
to the dose administered to the animal by the experimenter.

R2: FROM A sample of animals TO A population of the same species.
Reasoning from a sample to a population from which the sample is drawn
in known as statistical inference.

R3: FROM A genetically uniform animal population TO A geneti-
cally more diverse population. For reasons of experimental control
and of convenience, animal subjects used in laboratory experiments are
often more closely related genetically than is the natural population as a
whole.

R4: FROM An animal population TO The human population. Ani-
mals differ from humans in their physiology and in their body chemistry,
so it is not surprising that they also differ from us in reactions to potential
carcinogens. Indeed, different species differ from each other. Formalde-
hyde, for instance, was found to cause significant nasal cancers in rats but
not in mice [7], while epidemiological studies of humans whose professions
exposed them to high levels of the chemical found no significant increases
in such cancers.

R5: FROM A site specificity in bioassay animals TO A possibly dif-
ferent site specificity in humans. Most chemicals are pre-carcinogens
which must be altered by the body’s metabolic processes into an actively
carcinogenic form. This happens differently in different species, because
the body-chemistries are different or because the physiology or relative
sizes of organs are different.

R6: FROM Localised exposure TO Broader exposure. Bioassays ad-
minster a chemical to a specific site in a specific way to the subject animals,
as for example, in bioassays of formaldehyde applied to nasal passages to
test for nasal cancer. In contrast, humans exposed to it may receive the
chemical in a variety of ways.

R7: FROM Large doses TO Small doses. At typical levels of exposure,
the incidences of most individual cancers in the general population are
quite small, of the orders of a few percent or much less. At equivalent
dose levels, then, bioassays will require very large sample sizes to detect



statistically significant increases in cancer incidence. This would be pro-
hibitively expensive, and so most bioassays administer doses considerably
greater than the equivalent doses received (allowing for the relative sizes
of the animal and human species) in the environment. In order to assert
carcinogenicity, then, a conversion model — a dose-response curve — is
required to extrapolate back from large to small dose levels. The extent of
carcinogenicity asserted can be very sensitive to the dose-response model
used. Two theoretically-supported models for the risks associated with
aflatoxin peanuts, for example, show human risk likelihood differing by a
factor of 40,000 [19].

R8: FROM An animal dose-level TO A human equivalent. The pre-

vious paragraph used the phrase “allowing for the relative sizes of the
animal and human species”. But how is this to be done? Is the dose ex-
trapolated according to relative body weights of the two species (animal
and human); or skin surface area (which may be appropriate for chemicals
absorbed through the skin); or relative size of the organ affected? What
is appropriate if different organs are affected in different species?

R9: FROM Administered doses TO Environmental exposure. In order

R10:

R11:

R12:

to expedite response times, bioassays may adminster the chemical in a
manner different to that likely to be experienced by humans exposed to
it in their environment. For example, the chemical may be fed via a tube
directly into the stomach of the animal subject, which is unlikely to be
the case naturally.

FROM A limited number of doses TO Cumulative exposure.
Some chemicals may only produce adverse health effects after a lifetime
of accumulated exposure. Body chemistry can be very subtle, and a small
number of large doses of a chemical may have a very different impact from
a much larger number of smaller doses, even when the total dose received
is the same in each case.

FROM A pure chemical substance TO A chemical compound.
Most chemicals to which people are exposed are compounds of several
chemicals, not pure substances. Bioassay experiments, however, need to
be undertaken with pure substances, so as to eliminate any spurious causal
effects.

FROM The human population TO Individual humans. Individ-
uals vary in their reactions to chemical stimuli, due to factors such as
their genetic profiles, lifestyles, and personalities. Risks of carcinogenicity
may be much higher or much lower than claimed for specific groups or
individuals.

To claim human carcinogenicity on the basis of evidence from a bioassay
thus depends on a number of different modes of inference, each of which must
be valid for the claim to stand. We could write:

“The chemical X is carcinogenic to humans at dose d based on a bioassay of
animal species a if:



o There is a relationship between administered dose and delivered dose in
the bioassay, AND

o The sample of animals used for the experiment was selected in a represen-
tative manner from the population of animals, AND

e The animal population from which the sample was drawn is as genetically
diverse as the animal population as a whole,”

and so on, through the remaining nine inference steps.

It is important to note that even if all modes of inference were valid in a
particular case, our assertion could, strictly speaking, only validly be that the
chemical X is associated with an increase in incidence of the particular cancer.
The assertion ¢ does not articulate, nor could a bioassay or epidemiological
study prove, a causal pathway from one to the other. There may, for example,
be other causal factors leading both to the presence of the chemical in the
particular environment and to the observed carcinogenicity.

For the archetypical analysis above, we began with the assumption of just
one bioassay being used as evidence to assert a claim for carcinogenicity. In
reality, however, there is often evidence from more than one experiment and, if
S0, statistical meta-analysis may be appropriate. This may involve pooling of
results across different animal species, or across both animal and human species.
None of these tasks are straighforward, and will generally involve further modes
of inference, which we do not explore in this paper.

2.2 The example of statistical inference

Only one of the forms of inference listed in the previous example is Statistical
Inference, that is, reasoning about a population on the basis of evidence from
a sample of that population. Strictly according to logic, statistical inference
is unsound: true antecedents are not guaranteed to generate true consequents.
However, the key achievement of mathematical statistics this century has been
to place a bound on the extent of unsoundness: if we know the probability
distribution of the variable of interest in the population, and that the mechanism
which generated the sample was random (or, if not, the extent to which it is
not), then we can estimate the probability that the inference from sample to
population is incorrect. For example, we may conclude from particular functions
of the sample values that there is a 95% chance that a certain interval contains
the mean of the population.? This form of inference is still unsound (i.e. we
still cannot guarantee the truth of a claim about a population parameter, given
the truth of a claim about a sample parameter), but we now have an estimate
of the upper bound on the extent of unsoundness. If we (as a society) make
decisions based on the sample data, we still do not know which decisions are
correct and which wrong, but we can estimate how many of the latter there will
be at most. We are better off as a result.

3There are contending views within statistical theory about the meaning of a statement
such as this, a debate we do not enter [2, 24].



The same would be true for the other modes of inference listed above. None
of these is sound, in the sense of guaranteeing the preservation of truth (from
antecedent to consequent) in all circumstances. But, just as with statistical
inference, if we were to have a quantitative bound on the possible error in in-
ference, then we would be better off than without it. Moreover, if such bounds
existed for all the inferential modes listed, it may be possible to combine these
bounds in an appropriate way, thereby generating a bound for the overall as-
sertion of carcinogenicity from a bioassay. Estimating the soundness of each
type of inference could be a matter of detailed examination of all the exper-
imental and theoretical evidence (which may be a considerable undertaking)
and then using this to develop a framework for theory development relevant to
the mode of inference. Such theories would be analogous to the theories (e.g.
Neyman-Pearson, Bayesian, Fiducial) supporting the use of statistical inference.

3 ARGUMENTATION FRAMEWORKS

3.1 Monodic and dialectical argumentation

An argument for a claim may be considered as a tentative proof for the claim.
The philosopher Stephen Toulmin [27] proposed a generic framework for the
structure of arguments which has been influential in the design of intelligent
systems which use argumentation [4, 30]. Our analysis, informed by Toulmin’s
structure, considers an argument to have the form of a proof, without necessarily
its force.

Suppose ¢ is a statement that a certain chemical is carcinogenic at a spec-
ified level of exposure. Then an argument for ¢ is a finite, ordered sequence
of inferences Gy = (¢o, ¢1, P2, ..., Pn—1). Each sub-claim ¢; is related to the
preceding sub-claim ¢;_; in the sequence as a result of the application of an
inference rule, R;. These rules correspond to warrants in Toulmin’s schema.
Note that R; and R; may be the same rule for ¢ and j different. The modes of
inference listed in Section 2.1 are examples of such rules. We may present this
sequence graphically as follows:

R R R,
o = P1 —> P2 —> ... — D1 —> @,

If any of these rules were rules of inference generally considered valid in
deductive logic (Modus Ponens, say), then we would be confident that truth
would be preserved by use of the rule. In other words, using a valid rule of
inference at step ¢ means that whenever ¢;_1 is true, so too is ¢;. If all the rules
of inference were valid in this sense, then the argument G4 would constitute a
deductive proof of ¢. The situations of interest to us, however, are when some
or all of the inference rules are not valid in this sense, such as those of Section
2.

In pure mathematics in general, once a theorem has been proven true, further
proofs do not add to its truth, nor to the extent to which the theorem is believed
to be true. With arguments, however, alternative arguments may be of great
interest. The greater the number of independent arguments that exist for a
claim, the stronger is the case for it, and the stronger may be our belief in its
truth. However, in arriving at a considered view as to our belief in the truth of



a claim ¢, we also need to consider the arguments against it, the arguments in
favour of its negation —¢ (which may be different), and any arguments which
attack its supporting sub-claims, ¢;.

Given these different arguments and counter-arguments, it is possible to
define a symbolic calculus, called a Logic of Argumentation, which enables the
combination (“flattening”) of arguments for and against a proposition [5]. Since
an argument is a tentative proof of a claim, our degree of belief in the claim will
likely depend upon the argument advanced for it. Thus, for each pair (¢,Gy)
consisting of a claim and an argument for it, we can associate a measure oy of
our strength of belief in ¢ given G4.* We represent this as a triple (¢, Gy, ap),
which we call an assessed argument. The belief-indicator may be a quantitative
measure, such as a probability, or an element from a qualitative dictionary,
such as {Likely, Unlikely}. In either case, we can define algebraic operations
on the set of belief-indicators (the “denotation dictionary for belief”) enabling
us to generate the degree of belief in a combined argument, when we know the
degrees of belief of the subsidiary arguments. In addition to belief-indicators,
one can also define other labels for claim-argument pairs, such as the values of
world-states and the consequences of actions arising from the claim [5]. With
such formal calculi, argumentation can be used in intelligent computer systems,
and has been so used, particularly in the medical and legal domains (e.g. see
[5, 11, 30]).

This view of argumentation presents the arguments as disembodied cases
for and against a proposition. It is as if there were just one person in the de-
bate, weighing the pros and cons with him or herself to arrive at a considered
conclusion. Indeed, the carcinogenicity risk assessment guidelines of the U.S.
Environmental Protection Agency [28], which are rules for the combination of
evidence from disparate sources, have the appearance of an algorithm for the
dispassionate weighing of evidence. We term this monodic (single-voice) argu-
mentation. However, in real life, there are usually many voices, each arguing
for and against a proposition from differing perspectives, and sometimes with
different views as to what constitutes acceptable rules of inference.

In seeking to model this rational cacophony, we have therefore turned to
dialectical argumentation, a branch of philosophy dealing with the conduct of
debate and discourse [29]. One influential framework for dialectical argumenta-
tion has been that proposed by the philosopher Jirgen Habermas [9]. Originally
seeking to understand how ethical norms could be agreed between different peo-
ple, and building on Toulmin’s work [27], Habermas proposed a framework in
which consenting members of a community can engage in a civil discourse. The
key difference between monodic and dialectical argumentation is the presence in
the latter of an audience. An audience needs to be persuaded, and may withhold
her (or his or their) agreement to the claims being advanced by a proponent.
Indeed, members of an audience may advance counter-claims of their own, or
rebuttals and undercutting arguments, or may question the premises or modes
of inference used by a proponent. Habermas sought to identify rules under
which such discourse could occur in a civil manner and so that all reasonable
participants would feel satisfied with the process of discourse. In [9], Habermas
gave examples of the sort of rules his framework would include, for instance:
“Different speakers may not use the same expression with different meanings”

4Such degrees of belief are called modalities by Toulmin [27].



and “Everyone is allowed to question any assertion whatever”. Legal philoso-
pher Robert Alexy [1] articulated a comprehensive list of such rules appropriate
for debates in ethical domains.

Habermas has applied his framework to discourse in political, legal and social
science arenas. Dialectical argumentation has also been applied by philosophers
of science to the natural sciences. Marcello Pera [18], for example, models sci-
entific discourse as a three-person dialogue, involving the scientific investigator,
Nature and a skeptical scientific community. In Pera’s model, the investiga-
tor proposes theoretical explanations of scientific phenomena and undertakes
scientific experiments to test them. These experiments lead to “replies” from
Nature in the form of experimental evidence. However, Nature’s responses are
not given in a direct or pure form, but are mediated through the third par-
ticipant, the scientific community, which interprets the evidence, undertakes a
debate as to its meaning and implications, and eventually decides in favour or
against proposed theoretical explanations. Drawing on the work of Pera and
Habermas, William Rehg [21] proposes a form of dialectical argumentation for
the debate which occurs within the scientific community (and between it and the
experimenter), arising from Nature’s responses to experiments. One of Rehg’s
aims is to capture the fact that even though the resolution of scientific questions
may be objective and rational, as these terms are commonly understood, such
resolution, by its nature as a human activity, takes place within a particular
social, cultural and institutional context which invariably influences the course
of resolution.®

3.2 A framework for dialogue

Motivated by these approaches, we are developing a dialectical argumentation
framework for claims of carcinogenicity.® As do Habermas and Alexy, we need
to codify rules of engagement. As do Pera and Rehg, we desire this to be a
realistic model of scientific debate in the natural sciences, at least in our specific
domain of chemical carcinogenicity. Our further aim, as was mentioned, is to
encode this framework in an intelligent computer system. This requires us to
be explicit and comprehensive in the framework structure and rules we propose.
We define an “agora” (from the Greek for “meeting place”) as a space in which
the dialogue will occur, and we use this term also for the dialogue itself. Thus
a “¢-agora” is a debate about the claim ¢. A ¢-agora consists of the following
elements:”

e A database V of well-formed formulae of a symbolic propositional lan-
guage, with the usual connectives, in which atomic propositions are de-
noted ¢;.

e A set of different modes of inference, each denoted R;.

5As just one example, Jamieson [10] has argued that, in science policy debates over en-
vironmental and health risks, even uncertainty itself is, at least partly, socially constructed,
with debate participants establishing, maintaining and using it to further particular agendas.

6Note that Verheij [30], building systems for legal appplications, uses the term “dialectical
argument” to refer to a monodic argument which incorporates undercutting exceptions. We
are using dialectical argumentation not in this sense, but to refer to a debate involving different
views.

“From the perspective of software functionality, our dialogue space is similar to the nego-
tiation spaces of electronic commerce systems using intelligent agents [12].



A set of debate participants, each denoted Py.

A set of rules for asserting, supporting, questioning, denying, rebutting,
undercutting, assumption-denying, mode-of-inference-denying of a claim.
(i.e. which argument-moves are valid, when; which responses are valid,
when.)

A set of rules for summarising, comparing and manipulating arguments.

A set of rules by which all the arguments for and against a proposition
can be combined on behalf of the scientific community concerned, in ac-
cordance with Pera’s model of scientific enquiry.

A presentation and advice module (so this can be presented to the user).

The agora framework presented here will be embodied in an intelligent com-
puter system which advises a human user or users, allowing different interactions
according to the user’s purposes. For instance, a user may wish to explore both
the arguments for and the against a particular claim, as when exploring the
consequences of a particular action. Or, he or she may wish to marshal together
all the arguments for the claim, ignoring or rebutting any arguments against
it. Our structure is intended to allow for such variety of user purposes, with
the system undertaking both autonomous reasoning and argument mediation,
in the terminology of Verheij [30]. Following Aristotle, Habermas [9] proposed a
three-level structure for his dialectical argumentation framework, and we have
adapted this for the Agora:

Logical Level: At this level we seek to understand what are the logical im-
plications of the knowledge base, which is needed because, in general, we
do not know the consequences of our own knowledge. At this level, the
system would be undertaking automated reasoning generating all the pos-
sible arguments that may be constructed from its knowledge in exactly the
same way that the argumentation systems described in [5, 16] construct
arguments.

Dialectical level: At the dialectical level, we are considering the cases for
and against some proposition, the pros and the cons, and we need to
be able to combine and flatten arguments generated by the first level in
a way that is similar to that described earlier. This may be by simply
looking at the strengths of the arguments [5, 16], or by looking at the
relationships between them [17]. As indicated earlier, it is important for
the carcinogenicity domain that the modes of inference themselves are able
to be the subject of argument (for instance, being attacked or denied).
Some recent argumentation systems, such as those developed for legal
applications by Verheij [30], permit argument about inference rules.

Rhetorical level: At the rhetorical level, we are concerned with convincing an
audience of a particular case. In terms of our system, we see this as a pre-
sentation layer, where the user can manipulate the activities of the other
two layers for self-elucidation or for presentation to others. For example,
this layer permits the user, within the permitted rules of the dialectical
framework, to interrogate the arguments articulated by the system, to



propose rebuttals and undercutting arguments, etc. Reed [20], for exam-
ple, has explored the use of rhetorical devices for persuasion purposes in
argumentation systems.

The user interfaces at these different layers may not necessarily be the same.
Verheij [30] has argued that new kinds of user interfaces are required for argu-
mentation systems, and he reports on several approaches in this area.

4 EXAMPLE

To illustrate these ideas we present a simple and hypothetical example of an
Agora debate. Suppose we have a knowledge base containing the following
agreed facts, labeled K1 through K11, about chemicals A, ) and Z:

K1: Elements of the chemical structures of ) and Z are similar.

K2: Elements of the chemical structures of X and ) are similar.

K3: Chemicals X and Z do not have similar chemical structures.

K4: X is produced by the human body naturally (i.e. it is endogenous).
K5: X is endogenous in rats, but not in mice.

K6: An endogenous chemical is rarely carcinogenic at normal bodily levels.

K7: Above a threshold of zyp ppm in the bloodstream, A" is excreted by the
human body.

K8: The presence of large quantities of Z in the human body appear to inhibit
the excretion of other chemicals.

K9: Experiments applying )V to human tissue culture show it to be carcinogenic,
although only at high doses.

K10: Bioassay experiments applying X at doses above level d,. to rats show it
to be carcinogenic.

K11: Bioassay experiments applying X to mice show no evidence for carcino-
genicity up to and including dose levels of d,,.

At the Logical Level, the Agora develops the logical consequences of the
knowledge in the knowledge base. For this example, there are three logical
inferences, labeled L1, L2 and L3:

L1: Chemical Z is possibly carcinogenic to humans, because:

K1: Elements of the chemical structures of ) and Z are similar.

K9: Experiments applying ) to human tissue culture show it to be car-
cinogenic.

L2: If humans have cancer as a result of exposure to Z, then this may indicate
high levels of the chemical in the body, because:

10



K1: Elements of the chemical structures of ) and Z are similar.

K9: Experiments applying ) to human tissue culture show it to be car-
cinogenic at high doses.

L3: If Z is carcinogenic, then its presence may lead to high bodily levels of X,
because:

L2: If humans have cancer as a result of exposure to Z, then this may
indicate high levels of the chemical in the body.

K&8: The presence of large quantities of Z in the human body appear to
inhibit the excretion of other chemicals.

Suppose ¢ is the statement: X is carcinogenic to humans. Then, at the
Dialectical Level of the Agora, our knowledge base allows us to construct
arguments for and against ¢, which we list below, numbered A1, A2, etc. These
are presented as 2-tuples, where the conclusion is the first element of the tuple,
and the supporting grounds for the conclusion are the second element of the
tuple.

Al: (¢, K10).

¢, (K2, K9) ).

¢, (L1, L3) ).

2 (
(¢, (
A3: (¢, (K4, K5, K10, K11) ).
(¢, (
(-6, K11 ).
(

-, (K4, K6, K7) ).
AT: (=g, (K3, L1) ).

Observe that there are four arguments for the carcinogenicity of X and three
against it, although not all of these will be of the same force. Several arguments
implicitly draw on one or more the inference rules listed in Section 2.1 above.
Argument A1, which asserts human carcinogenicity on the basis of rat bioassays,
potentially draws on all the inference rules, as does Argument A3. Likewise, al-
though Argument A5 asserts non-carcinogenicity to humans on the basis of mice
experiments, it draws on the same set of inference rules to make this assertion.
Argument A2, which asserts human carcinogenicity on the basis of tissue exper-
iments with a related chemical, draws on an equivalent set of inferences to those
for bioassays. Note also that Argument A6, which asserts non-carcinogenicity
on the basis of the endogeneity of X, in effect contests Argument A1 via infer-
ence rules R9 and R10 regarding the manner in which human exposure to the
chemical occurs. Arguments A4 and A7 draw on inferences L1 and L3 derived
at the Logical Level of the Agora.

At the Rhetorical Level, we could seek to build a case for a particular
claim, say ¢, by examining the various arguments for and against it and the
relationships between them. For example, Argument A4 draws on Logical In-
ferences L1 and L3. Together, these rebut statement K7, and thus undercut
argument A6. Likewise, Argument A5 is rebutted by Argument A3, as the lat-
ter proposes a plausible mechanism which supports carcinogenicity of X' despite

11



the lack of evidence from mice experiments (statement K11). We are thus left
with four arguments (A1l — A4) in favor of ¢ and one (A7) against it. Which side
is considered stronger will be a matter of the relative degrees of belief associated
with each argument.

5 CONCLUSION

Automated prediction of chemical properties is an active area of artificial intel-
ligence (AI) research [23, 26]. However, most effort to date has been devoted
to systems which predict the properties of substances on the basis of chemical
theoretical reasoning or by comparison with other chemicals whose properties
are known. Yet, scientific claims about the toxicity or carcinogenicity of chem-
icals are usually based on bioassay or epidemiological evidence, and so we seek
to construct intelligent systems able also to reason from such evidence.

This paper has made two original contributions to the design of such systems:
First, we have articulated the precise modes of inference used when chemical
carcinogenicity is asserted on the basis of animal bioassay experiments. To our
knowledge, no such complete list has been developed before. Second, we have
taken Pera’s three-person model of scientific enquiry and Habermas’ Discourse
Ethics as the basis for an intelligent system using dialectical argumentation to
reason about scientific domains. Such an application is novel, although work
in intelligent systems for legal applications has applied similar rules for legal
discourse (also due to Alexy) [6]. We are currently developing the specification
of the system presented here and studying its formal properties [13]. In addition
to representing the cases for and against particular claims, we also seek to
incorporate qualitative assessment of the values of claims and their consequences
[14], building on recent work extending logics of argumentation, for example,
[5, 16].

In this paper, we have considered just one scientific domain, but our approach
is clearly applicable more widely. Although our specific agenda here is the
development of intelligent systems, the delineation of modes of inferences and
the modeling of arguments used should benefit whichever is the community
concerned with, and debating, the claim at issue. In the case of carcinogenicity
of chemicals that community is all of us.
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