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Abstract

Planning under uncertainty requires the adoption of
assumptions about the current and future states of the
world, and the preparation of conditional plans based
on these assumptions. In any realistic domain, how-
ever, there will be an exponential explosion in the num-
ber of conditional plans required. One approach to this
problem is to articulate a set of scenarios, which to-
gether are representative of the possible and/or likely
futures. Doing this then creates the challenge of rea-
soning across the scenarios to decide a course of action.
We present an argumentation-based formalism for rep-
resenting different assumptions in a scenario framework
and for reasoning across the resulting scenarios.

Introduction

Consider an agent operating in some complex domain,
perhaps a robot with the goal of collecting and deliv-
ering objects in a factory (Parsons et al. 2000), or a
telecommunications operator considering how to best
provide future services (McBurney & Parsons 2001c).
In both these cases, and in many others involving deci-
sions about what to do and how to do it, the decision-
making entity is faced with what is essentially a plan-
ning problem—building a plan from a set of options
available to it—but one in which the best plan (and in-
deed the best goal or set of goals, though we will say
little about this matter here) is very dependent upon
not just the initial state of the world, but also on how
the world evolves over time. The plan that is initially
best for the robot may turn out to be sub-optimal when
a corridor is found to be blocked, and the plan that is
initially best for the telecommunications operator may
turn out to be sub-optimal when global demand for
wireless services turns out to fall below projections, or
when competing technologies emerge unexpectedly.
There are two difficulties involved in identifying a
good plan. First is the problem of dealing with the
fact that any agent only has approximate knowledge
of the state of the world in which it operates. This
can be tackled by the application of an appropriate un-
certainty handling formalism, such as probability the-
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ory, to express the degree of belief that an agent has
in certain facts being true. However, in many impor-
tant domains, absence of objective data or the pres-
ence of conflicting perceived interests, makes deciding
the quantification of uncertainty difficult. Argumen-
tation formalisms have been proposed for the quali-
tative representation of uncertainty in these circum-
stances (Krause et al. 1995) and have found application
in intelligent systems, for example in medical and safety
analysis domains (Carbogim, Robertson, & Lee 2000;
Fox & Das 2000).

In (McBurney & Parsons 2000), we proposed a for-
malism using dialectical argumentation for representing
and resolving the arguments for and against a claim in
a given domain. This representation was grounded in
specific philosophies of rational human discourse and
was centered on an electronic space for presentation
of arguments, which we termed an Agora. In subse-
quent work (McBurney & Parsons 2001a), we extended
this formalism and showed that it had several desir-
able properties when used for inference and decision-
making.! With this apparatus we believe it is possible
to handle the types of uncertainty inherent in the plan-
ning problems outlined above. However, doing this, as
with using probability theory in conventional planning
systems, does not deal with a second difficulty in plan-
ning under uncertainty.

This second difficulty is the problem of handling the
conditional nature of plans under uncertainty. Any plan
is built based on a set of assumptions about how the
world will change (or stay the same) over time, and
linear planners basically assume that the initial state of
the world is only changed by the deterministic actions of
the planning agent. For a more sophisticated approach,
which can incorporate both non-determinism of actions
and the operation of other agents, it is common to use
conditional planning,? where the branching structure
of the conditional plan covers all the ways in which the
world may evolve as time passes, and gives a solution

! Preprints of these papers are at:
www.csc.liv.ac.uk/~peter/pubs.html.

2One can, of course, consider the policy solutions
of MDPs and POMDPs as implicit conditional plans
(Boutilier, Dean, & Hanks 1999).



for each (Warren 1976; Peot & Smith 1992; Pryor &
Collins 1996). The problem with this approach is the
sheer number of conditional plans that may need to be
generated, and the subsequent computational overhead
for even modestly complex environments.

One response to this complexity problem is to build
plans for a number of likely or representative scenar-
ios rather than for all possible futures. The notion of
scenario has found most widespread application in busi-
ness forecasting (Schwartz 1991). In these applications
scenarios are usually treated as alternative possible fu-
tures, and they typically differ according to the propo-
sitions assumed true in each. The different implications
of each scenario are then explored in order to guide the
development and selection of business strategy or public
policy.

The use of scenario-based reasoning is also found in
science. For instance, in statistical mechanics a key
question is the extent to which properties of a physi-
cal system, such as its entropy at a given time, depend
on the initial state of the system. Boltzmann (Boltz-
mann 1872) explored this question by comparing the
given system to a set of other, imaginary systems each
having different initial conditions; one could thereby
assess the extent to which the property of interest was
independent of the initial system state. In this paper,
we extend our work on dialectical argumentation to al-
low reasoning across scenarios, providing a qualitative
formalism which could be used for decision making in
conditional planning applications.

The next section presents brief summaries of our pre-
vious work on Agoras and the comparison of different
scenarios, which this papers extends. The following sec-
tion then proposes a framework in which to compare the
results of debates on the same topic, but conducted un-
der different scenario assumptions or inference mech-
anisms. We also explore the formal properties of our
framework. The subsequent section presents an exam-
ple and the last section compares our approach to re-
lated work and discusses possible future research.

Agoras and Scenarios
Agoras

In this section we briefly summarize the Agora frame-
work for the qualitative representation of uncertainty
presented in (McBurney & Parsons 2000; 2001a). In
this framework, arguments for and against claims are
articulated by participants in an electronic space, called
an Agora. Claims are expressed as formulae in a propo-
sitional language, typically denoted by lower-case Greek
letters. By means of defined locutions, participants
in the Agora can variously posit, assert, contest, jus-
tify, rebut, undercut, qualify and retract claims, just as
happens in real discourse. For example, a debate par-
ticipant P; could demonstrate her argument A(— )
supporting a claim 6, an argument to which she was
committed with strength D, by means of the locution:
show_arg(P; : A(— 6,D)).

The rules governing the use of each permitted locution
are expressed in terms of a formal dialogue-game be-
tween the participants (Hamblin 1971). We assume
that the Agora participants begin a debate with a set
of agreed facts, or assumptions, and a set of inference
rules. Because we want to model many forms of reason-
ing, these rules need not be deductive and may them-
selves, in our Agora formulation, be the subject of de-
bate.

We demonstrated the use of this framework for the
representation of uncertainty by defining a set of un-
certainty labels, which are assigned to claims on the
basis of the arguments presented for and against them
in the Agora. Essentially, one could say that claims
have more credibility (and hence less uncertainty) the
fewer and the weaker are the arguments against them.
While any set of labels could be so defined, we drew
on earlier work in argumentation (Krause et al. 1998)
and used the set: {Accepted, Probable, Plausible, Sup-
ported, Open}, with the elements listed in decreasing
order of certainty. For example, a claim was regarded
as Probable at a particular time if at least one consis-
tent argument had been presented for it in the Agora by
that time, but no arguments for its negation (rebuttals)
nor for the negation of any of its assumptions (under-
cuts) had been presented by then. We defined a claim
as well-defended if there was an argument for it and
any rebuttals or undercuts were themselves subject to
counter-rebuttals or -undercuts. Accepted claims were
defined as those which are well-defended.

We then defined the truth valuation of a claim € at
time ¢, denoted v:(#), to be 1 if § had the label Ac-
cepted at this time, otherwise it was 0. Such a valuation
summarizes the knowledge of the community of partic-
ipants at the particular time, since it incorporates, via
the definitions of the labels, all the arguments for and
against ¢ articulated to that time. Consequently, as-
sessing the truth-status of a claim at a particular time
can be viewed as taking a snapshot of an Agora de-
bate. Of course, because these definitions are time-
dependent, and arguments may be articulated in the
Agora at any time, such an assignment of uncertainty
labels and truth valuation must be defeasible.

In using the Agora framework to represent uncer-
tainty, attention will focus on the truth valuation func-
tion over the long-run.®> The sequence (v;(0) | t =
1,2,...) may or may not converge as ¢ — 0o. Sup-
pose that it does converge to a finite limit, and denote
its limit value by vy (#). What will the value of a snap-
shot taken at time ¢ tell us about this infinite limit
value? Of course, any finite snapshot risks being over-
taken by subsequent events, such as new and relevant
information being becoming known to the participants,
or new arguments being presented. Thus, we cannot in-
fer with complete accuracy from the finite snapshot to

3Strictly, we are assuming throughout that time in the
Agora is discrete, and can be represented by a set isomorphic
to the positive integers.



the infinite value. However, we have shown that, under
certain conditions, we can place a bound on the like-
lihood that such an inference is in error (McBurney &
Parsons 2001a). The conditions essentially require that:
(a) the snapshot is taken at a time after commencement
sufficient for all the arguments using the initial infor-
mation to be presented, and (b) there is a bound on
the probability that new information arises following
the snapshot. This result is proved as Proposition 7
of (McBurney & Parsons 2001a), which we reproduce
here.

First, some notation. We write LEy for the state-
ment: “The function vi(6) converges to a finite limit
as t = 00.” Also, we write A}y for the statement:
“New information relevant to 6 becomes known to an
Agora participant after time t.” In general, at any time
s, we do not know whether new evidence will become
available to Agora participants at a later time ¢ or not.
Consequently, the variables X g, for ¢ not in the past,
represent uncertain events. Also uncertain for the same
reason are statements concerning the future values of
v (0) for any 0. Because these events are uncertain,
we assume the existence of a probability function over
them, i.e. a real-valued measure function mapping to
[0, 1] which satisfies the axioms of probability. We thus
write Pr for a probability function defined over state-
ments of the form A}y and statements concerning the
values of v;(6), for any given formula 6.

Proposition 1: (Proposition 7 of (McBurney & Par-
sons 2001a)) Let 0 be a wff and suppose that all argu-
ments pertaining to 6 and using the information avail-
able at commencement are articulated by participants
by some time s > 0. Suppose further that v () =1
for some t,, > s. Also, assume that Pr(X;, ¢) < €, for
some ¢ € [0,1]. Then the following inequalities hold:
(a) Pr(LEy and vo() =1 | v, (0) =1)>1—€¢ and
(b) Pr(LEy and veo(8) =0 v, (0) =1) <e. m|

As with the standard procedures for statistical hy-
pothesis testing, this proposition provides us with some
confidence in our use of finite snapshots to make infer-
ences about the long-run truth-valuation function for a
debate. While such inference is not deductively valid,
at least its likelihood of error may be bounded. We next
consider the notion of a Scenario.

Scenarios

The framework we have just outlined provides a means
to represent the diverse arguments that may arise from
a given set of assumptions, and using a given set of in-
ference rules (deductive or otherwise). If we were to
start with a different set of assumptions, and/or permit
the use of a different set of inference rules, the argu-
ments presented in the Agora may well be different.
As a result, the uncertainty labels and truth values as-
signed to formulae may well also be different, both when
taken at finite snapshots and in the limit. In (McBur-
ney & Parsons 2001b), we defined each combination of
assumptions and inference rules as a scenario:

Definition 1: A Scenario for a given domain consists
of a set of assumptions and a set of inference rules, with
which participants are equipped at the commencement
of an Agora debate over formulae in that domain. We
denote scenarios for a given domain by S*,S2, ..., etc.
For each scenario, S, an Agora debate undertaken with
the assumptions and inference rules of that scenario, is
said to be the associated Agora, denoted A*. We as-
sume only one Agora debate is conducted in association
with any scenario.

In this paper, we will be assuming that all scenar-
ios, and all the resulting Agora debates, relate to the
same planning domain. For this domain, suppose we
are interested in a particular proposition #. We imag-
ine we have a number of scenarios in parallel, each with
a different set of starting assumptions and possibly also
different inference mechanisms. We now allow the as-
sociated Agora debates to proceed up to a certain time
t, when we take a finite snapshot of each debate. It
would be expected that the truth status of 8 would be
different under different scenarios. Not only are the as-
sumptions and inference mechanisms different, but not
all arguments may have been presented to each Agora
debate at the time of the snapshot. We are thus faced
with the question: Given these different truth assign-
ments under different scenarios, what overall truth-label
should be assigned to 8¢ Our problem is thus one of
aggregation across multiple scenarios, and we present a
method for doing this below. We permit scenarios to be
weighted differentially, for example, according to their
relative importance, their likelihood, or their feasibility,
etc. However, to aggregate results arising from multiple
scenarios, we need to ensure that each distinct scenario
is only counted once, i.e. that no “double-counting” of
scenarios takes place. In other words, we need a means
to decide whether two scenarios are the same or not.
In (McBurney & Parsons 2001b), we proposed a deci-
sion rule for determining whether two scenarios were
distinct or not. We do not repeat the rule here, but
simply assume that such a rule exists; consequently, we
assume that any two scenarios may be assessed to be
distinct or non-distinct.

Definition 2: An Ensemble S is a finite collection of
distinct Scenarios {S',...,8™} relating to a common
domain.

We have adopted this terminology following its use
in statistical mechanics by Gibbs (Gibbs 1902), who
formalized Boltzmann’s (Boltzmann 1872) notion of
a possibly-infinite collection of hypothetical systems
varying in their initial states; Gibbs’ term is now stan-
dard in statistical mechanics (Gallavotti 1999).

Aggregating across Scenarios
Dialectical status and measures of support

Assuming we are only dealing with distinct scenarios,
in this section we present a formalism for considering
claims across multiple scenarios. We assume we have an
ensemble S = {S1,82,...,8™} of m distinct scenarios,



each S* with an associated Agora debate A’. As be-
fore, we are interested in the dialectical-argumentation
status of a formula 6 in the domain, but across all m
debates of the ensemble, not simply in one debate. We
assume that at each time ¢, associated with each sce-
nario S* is a real-number, af € [0,1], called its sce-
nario weight. We call a; = (af,a?,...,a[") the en-
semble weights vector at time ¢t. We assume that the
sum of the weights is constant for all ¢. If the weights
are probabilities, this constant sum will be unity. Note
that although we have allowed the weights to vary with
time, we assume that their assignment to scenarios at
any time ¢ is independent of the dialectical status of
propositions in the corresponding debates at ¢; in other
words, the weights are assigned without knowledge of
the arguments presented for and against claims in the
debates.

What interpretation we give this measure depends
upon the meanings applied to the logical language, to
the ensemble, its scenarios and their weights, and to ar-
guments for claims in the corresponding Agora debates.
Several interpretations are possible, e.g.:

e The assumptions and claims may represent objects in
the physical world, and the inference rules physical
manipulations of these objects, such as actual con-
struction of new objects from existing ones. Scenarios
can thus be interpreted as different sets of resourcing
assumptions, with claims being well-defended in an
Agora debate when the objects they represent are
able to be constructed with the assumed resources.
In this interpretation, the ensemble weights may be
the relative costs or benefits of different resources, or
their likelihoods of occurence.

e The scenarios may represent alternative sets of rules
of procedure for interaction between a group of par-
ticipants, for example in a legal domain or in auto-
mated negotiation. Here the rules of inference repre-
sent different allowable modes of reasoning, such as
reasoning by analogy or from authority. The ensem-
ble weights may represent the extent of compliance
with some set of principles of rational discourse, e.g.
(Hitchcock 1991), or with some normative economic
theory.

e The scenarios could represent different descriptions
of some uncertain domain, for example different sci-
entific theories, with propositions being statements
about the domain, and the inference rules repre-
senting different causal mechanisms. The ensemble
weights could be relative likelihoods of occurrence,
or valuations of relative consequence or utility.

Each of these interpretations may be appropriate for
particular planning domains. For example, the first in-
terpretation may be appropriate for robotic planning
when the robots are uncertain of their own resources
and capabilities. In this case, if the scenarios are mu-
tually exclusive and comprehensive of the possible out-
comes of the domain, then it would be reasonable to

assume that the ensemble weights, whether they be rel-
ative costs or relative likelihoods of occurrence, to sum
to unity across the m scenarios.

Arguments presented for and against a claim 6 in an
Agora debate A? are presented at discrete time-points.
Therefore, at any one time-point, ¢, various situations
are possible regarding the arguments for §. We can con-
sider four such situations, which together are mutually-
exclusive and exhaustive: (a) At time ¢, no arguments
have been articulated for 6; (b) At time ¢, arguments
have been articulated for 8, but no rebuttals or under-
cuts have yet been presented; (c) At time ¢, arguments
have been articulated for 6, and these have been rebut-
ted or undercut; (d) At time ¢, arguments have been
articulated for 6, for which rebuttals or undercuts have
been presented, but these have themselves faced rebut-
tals or undercuts, i.e. 8 is well-defended.

In any one scenario debate, of course, arguments may
be presented for both # and for =@, and, indeed, it is
possible for both to be well-defended simultaneously.
In assessing the strength of our belief in an uncertain
proposition #, we usually take into account arguments
for and against the proposition, along with arguments
for and against its negation. In our formalism, there-
fore, we have combined the four possible dialectical ar-
gumentation situations for # with the equivalent four
situations for =6 in all possible combinations; this gives
sixteen mutually-exclusive and exhaustive dialectical
states. We now list these in increasing order of sup-
port for 8, with each group of four states correspond-
ing to one of the situations just listed, and the status
of =6 cycling through the same list of four situations
within each group. For subsequent reference, we label
the states 1,...,16, and for reasons of space we present
only some of these:

1: At time ¢, no arguments have been articulated for
@, and —6 is well-defended.

2: At time ¢, no arguments have been articulated for
0, and arguments have been articulated for =6 which
have also been rebutted or undercut.

3: At time ¢, no arguments have been articulated for
#, and arguments have been articulated for =6 which
have not yet been rebutted or undercut.

4: At time ¢, no arguments have been articulated for 8,
and no arguments have yet been articulated for —.

5: At time ¢, arguments have been articulated for 6,
but these have not yet been rebutted or undercut,
and —@ is well-defended.

6: At time ¢, arguments have been articulated for 6,
but these have not yet been rebutted or undercut,
and arguments have been articulated for —6 which
have also been rebutted or undercut.

16: At time ¢, 6 is well-defended, and no arguments
have yet been articulated for —6.



We refer to the numeric labels as dialectical status labels.
Note that the order in which these states are listed,
although increasing in the degree of support for 6, is
not decreasing in support for —6. We now define a
set of sixteen dialectical status functions vj ,(.) which
together characterize the status of the arguments for 6
in Agora debate i at time ¢, as follows:

Definition 38: Given an ensemble S = {S'|i =
1,...,m}, a time t and a claim 6, the d-th dialecti-
cal status valuation vévt(ﬁ) takes the value 1 precisely
when 0 is assigned the status label d at time t in Agora
debate i, and zero otherwise, for d = 1,2,...,16 and
1=1,2,...,m.

Given this function, an obvious question is to what
extent does a claim have d-level support across all the
scenarios in the ensemble. Because we have weighted
the scenarios by the ensemble weights vector @, it makes
sense to weight the answer to this question also.
Definition 4: At a given time t and for dialectical
status label d = 1,2,...,16, the d-Support Function
Eq.(.) on the space of formulae is defined as:

ZZL af Ué7t(0)
22‘11 af

We say that FEgq.(f) represents the (weighted) d-
level support for 6 at t, and we call E;(f) =
(E1,:(0), B2 1 (0), ..., Ei6,(8)) the S-Support Vector for
0 at time t. We next discuss the properties of these
support functions.

Eq:(0) =

Properties of support functions

The S-Support Vector shows the weighted dialectical
status of # at time ¢, across the m debates conducted
under the scenarios in the ensemble S. We have the
following properties:

Proposition 2: Given an ensemble S, for any time
t and claim 0, and for all dialectical status labels d =
1,2,...,16, the d-Support Functions satisfy:

1. 0< Egy(0) <1
2. Y0 Ei0) =1

3. Eq(0) = Ei,(—0), where k = 20 — 4d + 15[%]’
with [z] the integer part of x.

Proof. The first two properties follow immediately
from the definition of the d-Support Functions. The
third property follows from the fact the dialectical
status labels, although listed in order of increasing
strength for 6, could be readily re-arranged in in-
creasing order of strength for —f. This would result
in the sixteen categories being placed in the order:
16,12,8,4,15,11,7,3,14,10,6,2,13,9,5,1.  The re-
quired re-arrangement sends the d-th category to the
k-th category, where k = 20 — 4d + 15[472], with [z]
the integer part of z. a

Note that these properties hold even when the ensem-
ble weights are not probabilities, e.g. even if the weights
do not sum to unity. Property 3 arises from the man-
ner in which we have defined the 16 dialectical status
categories for 6, definitions which include statements of
the status of both 8 and —f. As a consequence, it is not
necessarily the case that Eq +(8)+ Eq4 +(—6) = 1. For, by
property 3, the left-hand side of this equation is equal
to: Eq.(0) + By (=), where k = 20 — 4d + 15[%2].
If this sum is equal to 1 for some d, then, by Property
2, we must have E; () = 0 for all [ # d,k. This will
only occur if there are either no scenarios in which 6
is I-supported, or when the weights assigned to such
scenarios are each zero.

The vector E¢(0) = (E1(0),. .., Ei6,(6)) describes
the dialectical status of a claim 6 at time ¢ across the m
scenarios in the ensemble S. If we were to plot these 16
values as a histogram, with the values d = 1,2,...,16
along the horizontal axis, and the value of Eq +(8) along
the vertical, we would have a function with the appear-
ance of a probability distribution over the values of d
at time ¢t. With this perspective in mind, an obvious
question is how can we summarize this information. In
other words, given these 16 values, what single value
provides a summary of the dialectical status of # across
the m scenario debates at time ¢? There are a number
of alternatives:

Mode: The most common value(s), i.e. Elmode,t =
arg maxy—1(1y16 Fa,¢(0).
Median: The value(s) of d around which the E-mass

is most evenly distributed, i.e.

k—1 16
dmedian,t = arg min |Z Ed,t(e) - Z Ed,t(6)|
k=116 52 d=k+1

Mean: The average value of d, i.e. Amean,t =

i Bai(0)d.

As with any statistical estimation, which of these es-
timators is most appropriate will depend upon the ap-
plication. And like all summary statistics, these esti-
mators potentially eliminate or obscure important in-
formation. If there are relatively large values of Eq .(6)
for both small and large values of d, then there are
highly-weighted scenarios in the ensemble where 6 has
strong support and others where it does not. What will
be important in such a case will be identifying the dif-
ferences between these scenarios. In other words, there
is no reasons to believe that the vector E;(6), consid-
ered as a probability distribution over the values of d
at time ¢, will be well-behaved. Its mass may be dis-
tributed unevenly (skewness), it may be multi-modal,
and/or it may exhibit peakedness and large mass in the
tails (kurtosis). Moreover, there is also no reason why
such properties should not persist as ¢ increases: in
general, we may expect that differences in the scenario
assumptions or inference mechanisms would lead to dif-
ferential impacts in the corresponding Agora debates,



and that these Agora differences would persist, rather
than disappear, over the long run, if the scenarios in an
ensemble remain distinct.

Let us assume, then, that such differential impacts
may persist across the m Agora debates. However,
within each debate, assume that the arguments
regarding some claim 6 eventually “stabilize” over
the long-run; i.e. that each of the md dialectical
status values, v;,(¢), converges to a finite limit as
t — oo. Denote this limit by vém(ﬁ). Now, at
each time t, we can calculate the S-support vec-
tor Ey(0) = (E14(0),...,F6.(0) from the values
{v§7t(9)|d =1,...,16 and i =1,...,m}. Wil the
values of this vector also converge to a finite limit as

t — 00?7 We next show that this is the case, provided
the ensemble weights @; = (a},...,a™) also converge

with ¢.

Proposition 3: Suppose S = {S'|i = 1,...,m} is
an ensemble, with weights a; = (af,...,a"). As-
sume a; converges to a vector of finite limits G, =
(al,,...,a™), as t — oo. Assume further that, for

d=1,...,16, each d-th dialectical status value, vé’t(e),
converges to a finite limit, véyoo(O), as t — 0o. Then,
each d-Support Function, Eq :(0) also converges to a
finite limit as t — oo, and this limit is:
mooi
. alv 0
Edyoo(e) _ Zz_l moo d,oo( )
Proof. For simplicity of notation, we omit the argu-
ment . Suppose the sequence (Eq:| t =1,2,...) does
not converge, as t — oo. Then, there exists § € (0, 1]
such that Vt¢,3s > t with |Ey; — E4 5| > 0. Replacing
the support functions with their definitions gives:
Siioivi,  Tlvh,
> ie af e, al
Recall that the weights sum to a constant, say a, across
all time-values, and so:

m m
[ 9,0

| E :atvd,t_ E :asvd,s|>6a

i=1 i=1

Choose € € (0,min{da,1}). Now, both the ensemble
weights a; and the dialectical status values v, con-
verge as k — oo. Hence, we can choose ¢; so that
lat, — ap| < 5, VE > t;. Let wp = max{t,...,tn}.
Likewise, we can also choose s; so that vy , —vg | <€,
VE > s;. Let up = max{s1,...,sy,}. But e <1 and the
status values v, , are zero-one variables; so we must

; i i A R

have either vg , = vg, =0or vg, = v, =1, for
each i. Now choose ¢ > max(uy, u2). Consequently, 3s
with:

m

m . - m . . . . - .
da <Y ajvg, — Y ai.l =1 (ajvj, — avj,)l
i=1 i=1 i=1

m
<Y (e —a))|<e
=1

This contradicts our choice of € and so our initial
assumption of non-convergence of the d-Support
functions must be false. A similar argument shows
that the infinite limit wvalue for each sequence
(Eq:(0)|t = 1,2,...) of d-Support Functions is that
expressed in the statement of the proposition. O

Similarly, we have convergence of the three estimators
mentioned above:

Proposition 4: Under the same assumptions as for
Proposition 3, the mean, median and mode estimators
defined above also converge to finite limits as t — oco.

Proof. By reasoning similar to that for the proof of
Proposition 3. O

We defined the dialectical status valuation functions
v(i,t(.) and the d-Support Functions Ey4 ¢(.) in terms of
the 16 categories we identified for the dialectical argu-
mentation status of a claim. Our categories were mo-
tivated by our intuitions regarding arguments and the
relationships between them, and the circumstances un-
der which different dialectical relationships constitute
greater or lesser support for a claim. However, these
categories were not essential to our subsequent defi-
nitions. Indeed, any mutually-exclusive and exhaus-
tive partition of the space of possible arguments could
have been used for our valuation and support functions.
Thus, our framework is quite general, permitting a di-
versity of instantiations according to different intuitions
and objectives.

Example

Given space limitations, our example is very simplified,
illustrating only the core aggregation idea and not the
application to conditional planning. We consider the
situation facing an intending operator of global mobile
satellite-based telecommunications services (GMSS) in
1990 (McBurney & Parsons 2001c). Demand for these
services was predicted to depend heavily on the ex-
tent to which terrestrial mobile communications ser-
vices would expand, both in terms of customer numbers
and the geographic area under coverage. One could
imagine a number of scenarios for the future, under
each of which there would be arguments for and against
the claim that demand for GMSS would be large. We
consider the following ensemble, with arguments artic-
ulated at time ¢ as indicated:

Scenario 1: Terrestrial mobile services expand rapidly
and customers wish to use their phone everywhere.
Argument: Large numbers of terrestrial customers
leads to high demand for GMSS outside terrestrial
coverage.



Scenario 2: Terrestrial mobile services expand rapidly
and customers are happy with the terrestrial cover-
age. Arguments: 1. Large numbers of terrestrial
customers leads to high demand for GMSS outside
terrestrial coverage. 2. However, large geographic
coverage for terrestrial services leads to lower demand
for GMSS, as most areas have terrestrial coverage.

Scenario 3: Terrestrial mobile services do not expand.
Argument: Small geographic coverage means high de-
mand for GMSS.

Let 6 be the claim: “GMSS experiences high de-
mand.” In each Scenario, we have an argument for
# at time t. In Scenario 2, however, we also have
an argument against 6, but this counter-argument is
not itself countered by this time. Thus, 8 is well-
defended only in Scenarios 1 and 3 at time ¢, and in
neither scenario have arguments yet been presented for
-6 at this time. Now, recall that scenario weights are
assigned independently of the arguments under each,
and assume this ensemble is assigned the weights vec-
tor (0.7,0.7,0.3) at time ¢. We could therefore cal-
culate the 16-Support Function for # at t as follows:
Fi6,:(0) = (0.74+0.3)/(0.7 + 0.7 4+ 0.3) = 0.59. This
value is the weighted mass of the ensemble in which 6
has the strongest position, i.e. where 6 is well-defended
and where no arguments have yet been articulated for
—f. This example has not illustrated the working of
the argumentation apparatus within the Agora debates
under each scenario, but has simply shown the basic
mechanism for aggregation across scenarios.*

Discussion

Building on prior work using dialectical argumentation
as a qualitative representation of uncertainty, we have
presented an argumentation-based formalism for rea-
soning across multiple future scenarios. Our formalism
provides a basis for the comparison of different plans,
when these are conditional on assumptions about the
current or future states of the world. The state-space
explosion problem precludes the complete articulation
and comparison of all possible conditional plans in any
realistic domain. Instead, a resource-constrained plan-
ner may reason only about a subset of all the plans
possible, by considering only some of the possible fu-
tures. Our formalism enables a planner to group future
states with common assumptions into a bundle called
a scenario, and then to reason across a collection of
scenarios in a coherent manner.

Our previous work had articulated a set of dialogue-
game rules for the conduct of debates over scientific
or other domains, drawing on theories of rational hu-
man discourse (McBurney & Parsons 2000; 2001a). We

“For the record, in reality the very high growth of ter-
restrial mobile services witnessed worldwide over the last
decade did not lead to high demand for GMSS, a fact which
contributed to the business failures of the main intending
GMSS providers, Iridium, ICO and Globalstar.

had also previously defined scenarios in terms of the as-
sumptions and inference mechanisms available to par-
ticipants in such debates, and proposed a decision rule
to assess whether two given scenarios are distinct or
not (McBurney & Parsons 2001b). With such a deci-
sion rule, we are able to ensure that any procedure for
aggregation across scenarios counts only distinct scenar-
ios. In this paper, we have proposed a vector measure
of the degree of support generated for a claim at a given
time in a finite collection of debates conducted under
different scenarios. This vector assesses the weighted
proportion of scenarios in which the claim is supported
at that time, for different degrees of support. We have
explored some of the properties of this vector measure,
and have found sufficient conditions for its convergence
to finite values, as time increases to infinity. These con-
ditions include the requirement that the debates under
each scenario individually stabilize in their degree of
support for the claim in question, even though there
may be great differences from one debate to another.

It is possible to view the different scenarios as dif-
ferent possible world-states, and to view the weight at-
tached to each scenario as the probability of its occur-
rence. This is one interpretation of the Boltzmann-
Gibbs notion of ensemble in statistical mechanics,
which is why we adopted this terminology for our col-
lections of scenarios. Under this interpretation of our
framework, assessment of the weighted degree of ar-
gumentation support for a claim across all scenarios is
analogous to assessment of the “probability of provabil-
ity” of the claim (Pearl 1988). In our framework, “prov-
ability” of a claim corresponds to saying the claim “has
a defined degree of argumentation support in an Agora
debate conducted under some scenario”, and “probabil-
ity” corresponds to “the relative weight of the scenarios
contained in some ensemble in which this is the case,”
given an ensemble weighting. Similarly, our approach
may be seen as an argumentation analog of the Ents
model of belief of Paris and Vencovska (Paris & Ven-
covskd 1993), in which an agent’s belief in a claim is
determined by imagining possible worlds in which the
claim is decided, either true or false, and then setting
its belief in the claim equal to the proportion of possible
worlds in which the claim is true.

There are several possible extensions to the work pre-
sented here. Firstly, it will be valuable to implement
our framework in conjunction with a conditional plan-
ning algorithm, such as CNLP (Peot & Smith 1992) or
Cassandra (Pryor & Collins 1996). Secondly, we have
assumed that scenarios are based on different sets of
assumptions concerning beliefs and inference rules, but
we have not discussed how such assumptions should be
made. This issue is related to the problem of selection of
contingencies in conditional planning (Onder & Pollack
1996). Finally, our definition of the strength of sup-
port for a claim assesses this status within each Agora
debate and then aggregates across all the debates. Al-
ternatively, assessment procedures could scan across all
scenarios initially, before aggregation. For example, a



claim may be defined as having the strongest support
if an argument for it is well-defended in at least one
debate, and if arguments presented for it in other de-
bates where it not well-defended face no attackers or
rebuttals.
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