
Negotiation through argumentation|a preliminary reportSimon Parsons and N. R. JenningsDepartment of Electronic Engineering,Queen Mary and West�eld College,Mile End Road,London E1 4NS.S.Parsons,N.R.Jennings@qmw.ac.ukAbstractThe need for negotiation in multi-agent systems stemsfrom the requirement for agents to solve the problemsposed by their interdependence upon one another. Ne-gotiation provides a solution to these problems by giv-ing the agents the means to resolve their conictingobjectives, correct inconsistencies in their knowledgeof other agents' world view, and coordinate a joint ap-proach to domain tasks which bene�ts all the agentsconcerned. We propose a framework, based upon asystem of argumentation, which permits agents to ne-gotiate to establish acceptable ways to solve problems.IntroductionAn increasing number of software applications are be-ing conceived, designed, and implemented using thenotion of autonomous agents. These applications varyfrom email �ltering in which a personalised digital as-sistant processes incoming mail to highlight impor-tant messages and remove irrelevant ones (Maes 1996),through electronic commerce in which agents buy andsell goods on behalf of their user (Chavez & Maes1996), to large industrial applications in which agentstake responsibility for particular parts of the overallprocess (Jennings et al. 1996). In all of these dis-parate cases, however, the notion of autonomy is usedto denote the fact that the software has the ability todecide for itself which goals it should adopt and howthese goals should be achieved (Wooldridge & Jennings1995).In most agent applications, the autonomous compo-nents need to interact with one another because of theinherent interdependencies which exist between them.The predominant mechanism for managing these inter-dependencies at run-time is negotiation|the processby which a group of agents communicate with one an-other to try and come to a mutually acceptable agree-ment on some matter (Bussmann & M�uller 1992). Ne-gotiation is so central precisely because the agents areautonomous. For an agent to inuence an acquain-tance, the acquaintance has to be persuaded that itshould act in a particular way. The means of achiev-ing this state are to make proposals, trade options,

o�er concessions, and (hopefully) come to a mutuallyacceptable agreement|in other words to negotiate.This paper presents a well-grounded framework fordescribing the reasoning process of negotiating agents.This framework is based upon a system of argumenta-tion which may be used both at the level of an agent'sinternal reasoning and at the level of negotiation be-tween agents. An originating agent puts forward aninitial proposal. The recipient agents evaluate the pro-posal by constructing arguments for and against it. Ifthe proposal is unacceptable, the recipient constructsan argument against the initial proposal or in favourof a new alternative. This process continues until aproposal or counter-proposal is acceptable to all theparties involved or until the negotiation breaks downwithout an agreement.This paper presents a formal model covering theessence of the negotiation process which can be spe-cialised to describe speci�c strategies and tactics, anintegrated framework for assessing proposals and forgenerating appropriate counter-proposals, and an in-tuitively appealing way of conducting reasoning andnegotiation in the presence of imprecise and missinginformation.A framework for negotiationExamination of the literature on negotiation from the�elds of social psychology (Pruitt 1981), game the-ory (Rosenschein & Zlotkin 1994), and distributed AI,(Bussmann & M�uller 1992; Lâasri et al. 1992) revealsa signi�cant level of agreement on the main stages in-volved in the process. We use this commonality tounderpin our generic negotiation model. In our view,negotiation is a process that takes place between twoor more agents who are attempting to achieve goalswhich they cannot, or prefer not to, achieve on theirown. These goals may conict, in which case the agentshave to bargain about which agent achieves which goal,or the agents may depend upon one another to achievethe goals, in which case they only have to discuss howto go about achieving the goals. In either case, theprocess of negotiation proceeds by the exchange of pro-posals, critiques, explanations and meta-information.



� A proposal, broadly speaking, is some kind of solu-tion to the problem that the agents face. It may bea single complete solution, single partial solution, ora group of complete or partial solutions. A proposalmay be made either independently of other agents'proposals, or based on proposals or critiques madeby other agents.Proposals can be more complex than just suggestionsfor joint action|they may include suggested trade-o�s (\I will help you do this provided that you helpme do that") or suggest conditions under which theproposal holds (\I o�er you this service under theseconditions").� A critique is one of the ways in which an agent re-sponds to a proposal made by another agent. It mayjust be a remark as to whether or not the proposalis accepted or a comment on which parts of the pro-posal the agent likes, and which parts it dislikes. Amore complex kind of critique is a counter-proposal,an alternative proposal which is more favourable tothe responding agent than the original.The process of generating the critique is the methodby which the agent evaluates the proposal, and byreturning the critique to the originating agent theresponding agent aims to provoke alternative pro-posals that may be more acceptable. The more in-formation placed in the critique, the easier it is forthe original agent to respond appropriately.� An explanation is additional information explainingwhy a proposal was made that an agent can supplyin support of its proposal. For instance, an agentmight support its suggestion that another agent helpit by pointing out that the goal it is proposing thatthey both attain will bene�t them both (a fact whichmight not be obvious).� The role of meta-information is to focus the localsearch by agents for solutions. Thus, by supplyinginformation about why it had a particular objectionto a proposal, one agent might help another to focusits search for another, more acceptable, suggestion.The process of negotiation starts when an agent gen-erates a proposal. Other agents then either accept it,critique it or make counter-proposals. Following this,the original agent then either sends clarifying informa-tion that may resolve any problems revealed by thecritiques, makes a new proposal, critiques a counter-proposal, or indicates its acceptance of the counter-proposal. This process continues until all the agentsinvolved are, in some sense, happy with a proposal orit is felt that no agreement can be reached. By \happy"it is not meant that this is the optimum proposal fromthe point of view of the agent, but that it representsan acceptable compromise.To implement this form of negotiation a number ofmechanisms are required by every agent taking partin the negotiation process, over and above those for

communication1. The main mechanisms required are ameans of generating proposals, explanations, critiquesand counter-proposals and a means of evaluating pro-posals. There is also the desirable requirement for ameans of generating and evaluating meta-information.It is our contention that the use of a particular sys-tem of argumentation delivers all of these mechanisms,and is therefore a good basis both for building negotiat-ing systems and for providing a theoretically groundedmeans of describing the process. In the next sectionwe discuss what this system of argumentation is, andhow it can be used for negotiation.Negotiation by dialectic argumentationThe system of argumentation which we use as the ba-sis for negotiation is based upon that proposed byFox and colleagues (Fox, Krause, & Ambler 1992;Krause et al. 1995). As with many systems of argu-mentation, it works by constructing a series of logicalsteps (arguments) for and against propositions of in-terest. It is, however, particularly interesting in thatthe weight given to an argument may be determinedby examining the support for the steps in the argu-ment. Because this closely mirrors the way that humandialectic argumentation (Jowett 1875) proceeds, thissystem seems a promising basis for building a frame-work for dialectic argumentation by which agents cannegotiate.A system of argumentationIn classical logic, an argument is a sequence of infer-ences leading to a conclusion. If the argument is cor-rect, then the conclusion is true. Consider the simpledatabase �1 which expresses some very familiar in-formation in a Prolog-like notation in which variablesare capitalised and ground terms and predicate namesstart with small letters.f1 : human(socrates): �1r1 : human(X)! mortal(X):The argument�1 ` mortal(socrates) may be correctlymade from this database because mortal(socrates) fol-lows from �1 given the usual logical axioms and rulesof inference. Thus a correct argument simply yieldsa conclusion which in this case could be paraphrased`mortal(socrates) is true in the context of f1 and r1'.In the system of argumentation adopted here this tra-ditional form of reasoning is extended to allow argu-ments to indicate support and doubt in propositions, aswell as proving them. The degree of support or doubt isascertained by examining the propositions used in thederivation, and so those propositions that are used are1For simplicity we assume throughout the paper thatagents have a commonly agreed communication protocol, acommon means of structuring their messages, and that theyare able to reach a common understanding of the domainterms that they exchange.



Ax � `ACR (p; fag) (p; a) 2 � >-I � `ACR (>; ;)^-I � `ACR (q; B)� `ACR (p;A)� `ACR (p ^ q; A [B) _-E � `ACR (p _ q; A)�; (p;A) `ACR (r; B)�; (q; A) `ACR (r; C)� `ACR (r; B [ C) :-E � `ACR (p;A)� `ACR (:p;A)� `ACR (?; A)^-E1 � `ACR (p ^ q; A)� `ACR (p;A) _-I1 � `ACR (q; A)� `ACR (p _ q; A) :-I �; (:p; ;) `ACR (?; A)� `ACR (p;A)^-E2 � `ACR (p ^ q; A)� `ACR (q; A) _-I2 � `ACR (p;A)� `ACR (p _ q; A) !-I �; (p; ;) `ACR (q; A)� `ACR (p! q; A)EFQ � `ACR (?; A)� `ACR (p;A) RAA �; (p; ;) `ACR (?; A)� `ACR (:p;A) !-E � `ACR (p;B)� `ACR (p! q; A)� `ACR (q; A [B)Figure 1: Argumentation Consequence Relationrecorded. This form of argumentation may be seen asa formalisation of work on informal logic and argumen-tation in philosophy (van Eemeren et al. 1996), thoughit should be stressed that it was developed quite inde-pendently. It is summarised by the following schema:Database `ACR (Sentence;Grounds)where `ACR is a suitable consequence relation. Infor-mally, `Grounds' is a set of labels2 denoting the factsand rules used to infer the `Sentence' which the argu-ment supports. This kind of reasoning is similar tothat provided by labelled deductive systems (Gabbay1992), but it di�ers in its use of the labels. Whilst mostlabelled deductive systems use their labels to controlinference, this system of argumentation uses the labelsto determine which of its conclusions are most valid.To formalise this kind of reasoning we start with alanguage. We will take a set of propositions L whichincludes both ?, the contradiction, and >, the ever-true proposition. We also have a set of connectivesf!;:;^;_g, and the following set of rules for buildingthe well formed formulae of the language:� If l 2 L then l is a well formed formula (w� ).� If l is a w�, then :l is a w�.� If l and m are w� s then l! m, l^m, and l_m arew� s.� Nothing else is a w�.This procedure gives a set of w� s, which we will callW. To this language we add a set of modalities,2In practice the grounds of an argument are the actualfacts and rules used. However, for the sake of simplicitywhen writing this paper we often talk of the grounds asjust a set of labels which provide a means of identifying thefacts and rules used.

M = fBi; Di; Itig which can be applied to any mem-ber of W, and which allow the representation of thebeliefs, desires and intentions of agent i3. Thus B2(x)indicates that Agent 2 believes the proposition x. Themodalities are exactly those suggested by Kraus et al.(Kraus, Nirkhe, & Sycara 1993), and have the sameinterpretation (which for reasons of space we will notrepeat here). The set of all formulae that may be builtfromW and the modalitiesM we will callM(W). Wethen allow agents to have databases built up of pairs(hformulai; hlabeli) where hformulai is a member ofM(W) and hlabeli is a unique label.With this formal system, any agent can use the ar-gument consequence relation `ACR given in Figure 1to build arguments for or against propositions in Lthat it is interested in, using the information in itsdatabase. For instance, the rule `Ax' sanctions thededuction of the argument (p; fag) from the databasefact (p; a). Thus from a labelled fact it is possible toconstruct an argument for that fact whose grounds arethe label. Similarly, the rule `!-E' sanctions the con-struction of an argument for q from arguments for pand p ! q, giving q grounds which are the union ofthose for p and p ! q. This can be considered to be3These modalities are a common means of describ-ing the behaviour of individual agents which are situatedin multi-agent systems. In some cases, these modalitiesare explicitly represented in the agent architecture (forexample in BDI architectures such as dMars (Ingrand,George�, & Rao 1992) and GRATE* (Jennings 1995)).However, it has been argued that all agent-based sys-tems can be abstractly characterised using these modali-ties even if they are not explicitly present (Dennett 1990;Rao & George� 1995). The work described here is neutralwith respect to the level at which the system architectureis prescribed by our model.



an argumentation version of the modus ponens rule inclassical logic. It should be noted that Figure 1 saysnothing about quanti�cation, so that it is not possibleto instantiate rules such as P (x)! Q(x) given P (a) inorder to learn Q(a). This, however, does not preventus from handling �rst-order rules|instead, �rst-orderrules are instantiated with every ground instance be-fore arguments are constructed. In other words, if wehave P (x) ! Q(x) and P (a) and P (b), we replaceP (x) ! Q(x) with P (a) ! Q(a) and P (b) ! Q(b)before any arguments are constructed. The system ofargumentation formed usingM(W) and `ACR will bereferred to as SAM(W).Example 1. To see how arguments are built, con-sider the following simple database in the language ofSAM(W) which is part of the knowledge of a home-improvement agent (of the kind that we would like tohave at home), and which we will call Agent 1:(It1(Do(agent1; hang picture)); f1) �2(B1(Have(agent1; picture)); f2)(B1(Have(agent1; nail)); f3)(B1(Have(agent1; hammer)); f4)(B1(Have(W;hammer))^B1(Have(X;nail)) ^B1(Have(Y; picture))! B1(Can(Z; hang picture)); r1)(B1(Can(X;Y )) ^ It1(Do(X;Y ))! B1(Do(X;Y )); r2)So Agent 1 has the intention of hanging a picture, andknows that it has in its possession a picture, a hammer,and a nail. It also believes that once it has a picture, ahammer and a nail then it has all it needs to go abouthanging a picture, and it has some general informationto the e�ect that if an agent can do something, andintends to do that something, then it should go aheadand do it. From this information, Agent 1 can use`ACR to build the following argument:�2 `ACR (B1(Do(agent1; hang picture));ff1; f2; f3; f4; r1; r2g)indicating that it has an argument for hanging the pic-ture. 2Typically an agent will be able to build several ar-guments for a given proposition, some of which willbe in favour of the proposition, and some of whichwill be against the proposition (in which case theyare for its negation). In order to establish whetheror not the set of arguments as a whole are in favour ofthe proposition, it is desirable to provide some meansof attening the set of arguments into some measureof how favoured the proposition is. One way of do-ing this is to attach a numerical or symbolic weightto arguments and then have a attening function thatcombines these in a suitable way. This approach is use-ful when reasoning under uncertainty (Parsons 1996a),and so promises to be useful for agents which only have

partial information about their world. However, it isalso possible to be rather more subtle and use the struc-ture of the arguments themselves to determine howgood they are. It is this approach that we consider tobe most useful from the point of view of negotiation(and it can easily be combined with a weight-basedsystem (Parsons 1996b) to allow negotiation with un-certain information.)In general, an argument built using SAM(W) is apair (p;A) where p is some proposition in which weare interested, and A is a set of labels. We can identifytwo important classes of arguments:Non-trivial argument: An argument (p;A) isnon-trivial if the set of facts labelled by A is con-sistent.Tautological argument: An argument (p;A) istautological if A = ;.and the important idea of defeat between arguments:Defeat: Let (s; A) and (s0; B) be arguments fromsome database � where s and s0 are sentences ofthe formM1(p1)^ : : :^Mn(pn) and M10(q1)^ : : :^Mm0(qm), respectively, the M i and M i0 being be-lief, desire or intention modalities. The argument(s0; B) can be defeated in one of two ways. Firstly,(s; A) rebuts (s0; B) if pi � :qj for some pi and qj.Secondly, (s; A) undercuts (s0; B) if there is l 2 Bwhich labels a sentence M100(r1)^ : : :^M l00 (rl) andpi � :rk for some pi and rk.Notions of defeat in argumentation have been widelystudied (for instance by (Loui 1987; Vreeswijk 1989;Pollack 1992; 1994; Dung 1995)). The notion that weuse here is broadly in line with the consensus on theissue. It is also the natural extension of the notion ofdefeat proposed by Elvang-G�ranssen et al. (Elvang-G�ransson, Krause, & Fox 1993) to the multi-agentcase. The di�erence is as follows. The notion of defeatproposed by Elvang-G�ranssen et al. would recognisethe conict between B1(a) and :B1(a), but would notidentify the conict between B1(a) and B2(:a). Ourextension, by virtue of the fact that it looks inside themodalities, is able to detect this latter type of defeat.Now, using this idea of defeat along with those ofnon-triviality and tautology, we can atten a set of ar-guments for and against a proposition. We do this byclassifying all the arguments in the set into classes ofacceptability. We have, in order of increasing accept-ability:A1 The class of all arguments that may be madefrom �.A2 The class of all non-trivial arguments that maybe made from �.A3 The class of all arguments that may be madefrom � for propositions for which there are no re-butting arguments.



A4 The class of all arguments that may be madefrom � for propositions for which there are no un-dercutting arguments.A5 The class of all tautological arguments that maybe made from �.Informally, the idea is that arguments in more accept-able classes are less questionable than those in lowerclasses. Thus, if we have an argument for a proposi-tion a which is in class A2, and an argument againsta which is in A1, then the result of attening the pairof arguments is that there is an overall argument fora. Since any argument from any class is included inall classes of lower acceptability, there is an order overthe acceptability classes de�ned by set inclusion:A5(�) � A4(�) � A3(�) � A2(�) � A1(�)so that arguments in smaller classes are more accept-able than arguments in larger classes since there isless reason for thinking that there is something wrongwith them (because, for instance, there is no argumentwhich rebuts them).Example 2. Considering the example of ourhouse-proud agent once again, we can see that its ar-gument for hanging the picture is in class A4(�2) sinceit is non-trivial, has no rebutting or undercutting ar-guments made against it, but is not tautological. 2Negotiation as argumentationThe next point to address is how negotiation by ar-gumentation proceeds, considering, for simplicity, justthe two-agent case4. The �rst step is the construc-tion of an argument (Iti(a);�i) by one of the agents,Agent i, for at least one of its intentions Iti(a) usingsome subset �i of its total knowledge base. Agenti then passes its argument (Iti(a);�i) to the otheragent, Agent j5. Having received this argument, Agentj then examines (Iti(a);�i) to see if it agrees with thesuggestion. The simplest case is when Agent j can�nd no reason to disagree with the suggestion, and sosimply responds with a message to indicate its agree-ment. More interesting cases occur when Agent j doesnot agree with the suggestion, and there are severalsituations in which this may happen.The �rst situation is that in which the suggestion di-rectly conicts with j's objectives. This state of a�airsis detected when j can build an argument (Itj(:a);�j)where �j is a subset of its knowledge base. In otherwords this kind of conict occurs when j can build4It should be stressed that the limitation to the two-agent case is purely pragmatic in that it makes the descrip-tion easier. There is no obvious reason why the proceduredescribed here cannot be extended to an arbitrarily largenumber of agents.5Of course, an agent need not pass the grounds for itsproposal to other agents if this would not be in its interests,but if it does, negotiation is likely to be completed morequickly.

an argument that rebuts the initial suggestion. If thishappens, then it wants exactly the opposite to Agent iand its only real alternative is to make some completelynew suggestion. It does this by constructing an argu-ment (Itj(b);�0j) and sending this to Agent i, alongwith (Itj(:a);�j), the latter to show why it disagreeswith the initial suggestion.The second kind of conict is less severe and occurswhen Agent j does not reject the suggestion made by i,but one of the steps by which the suggestion is reached(in other words it can build an undercutting argu-ment for a). This may occur because it conicts withone of Agent j's intentions, or because in constructingthe suggestion, Agent i made an incorrect assumptionabout one of j's beliefs. In this case, the suggestioncan be agreed upon so long as Agent i can �nd analternative way of achieving a. To inform i of this,j sends back its undercutting argument (Bj(:c);�j)where c 2 �i. Agent i can then examine the combinedargument and try to �nd an alternative argument fora. This can be resubmitted to j and re-evaluated. IfAgent j can �nd no inconsistencies between this newsuggestion and its intentions, the suggestion is accept-able and negotiation ends.The third kind of conict is when all the steps in �iare acceptable (Agent j cannot rebut any of them), butif Agent j agrees to the suggestion, it will be unableto achieve one of its objectives. This might be, for in-stance, if i's suggestion involves j using some scarce re-source which is then unavailable for carrying out one ofj's objectives. Thus if we have two home improvementagents, one with a hammer and one with a nail, the�rst might suggest that they hang a picture using thenail. The second agent might not object to anythingin the plan (it has no objection to hanging pictures orusing its nail), but the use of its only nail will stop itcarrying out its objective of hanging a mirror.If there are such conicts, then Agent j sends Agenti its arguments for the objective (assuming that thereis just one for simplicity) (Itj(d);�j) where there issome e such that e 2 �j and �i[�j `ACR :e. Agenti can, as ever, respond to this information by makinga totally new suggestion, but by making this reply jallows i to make a related new proposal for some newobjective that will satisfy them both. Such a proposalmight be (Iti(a)^ Itj(d);�i[�j [�i0) in which boththe original objective and the new one mentioned byj can be achieved using some new resource suggestedby i. In the case of the two home improvement agentsthis might be that the mirror could be hung using ascrew held by i.Considering this kind of negotiation process, it isclear that it falls within the framework suggestedabove. Firstly it provides a means of generating pro-posals by constructing arguments for an agent's inten-tions. This construction process also has the e�ect ofgenerating an explanation|the explanation for why aparticular proposal is made is the argument that sup-



ports it. Once the proposal is made, it is evaluatedby other agents through argumentation by the deviceof seeing whether the argument for the proposal maybe defeated, either because it rebuts an objective, orbecause it undercuts or is undercut by the argumentfor achieving the other agent's objective. If this kindof objection is detected, the argument created by theother agent will serve as a critique of the initial pro-posal. A counter-proposal may then be generated byeither the original agent or the responding agent usingthe information that form the proposing and/or cri-tiquing arguments as a guide to what is likely to beacceptable. Thus the use of argumentation also pro-vides a mechanism for providing meta-information.Note that, as described so far, negotiation does notappear to require the need to determine the acceptabil-ity of arguments, but this is not so. The acceptabil-ity classes are necessary for two reasons. Firstly, theyare the means that an agent uses to determine howstrongly it objects to proposals. If, when evaluatinga proposal, the agent discovers the proposal falls intoclasses A4 or A5 then it is accepted. If the proposalfalls into class A3, then it is a suggestion that mightwell be accommodated since the suggestion is the sec-ond or third type discussed above. If the proposal fallsinto class A1 or A2 then there is something seriouslywrong with it, and a completely new proposal is in-dicated. The second use of acceptability classes is toevaluate proposals internally before sending them assuggestions. Clearly it is sensible for an agent to vetits proposals to ensure that they are not detrimentalto it, and the acceptability class mechanism provides away of rating possible suggestions to ensure that onlythe best is sent.Example 3. To show how this procedure mightwork in practice, consider the extension of our previ-ous example to the case in which there are two home-improvement agents with di�erent objectives and dif-ferent resources. Agent 1 is much as described before,however, it now has a screw and a screwdriver ratherthan a nail, knows how to hang mirrors as well as pic-tures, and furthermore, knows that Agent 2 has a nail:(It1(Do(agent1; hang picture)); f1) �3(B1(Have(agent1; picture)); f2)(B1(Have(agent1; screw)); f3)(B1(Have(agent1; hammer)); f4)(B1(Have(agent1; screwdriver)); f5)(B1(Have(agent2; nail)); f6)(B1(Have(W;hammer))^B1(Have(X;nail)) ^B1(Have(Y; picture))! B1(Can(Z; hang picture)); r1)(B1(Have(W; screwdriver))^B1(Have(X; screw) ^B1(Have(Y;mirror))! B1(Can(Z; hang mirror)); r2)(B1(Can(X;Y )) ^ It1(Do(X;Y ))! B1(Do(X;Y )); r3)Agent 2 knows about hanging mirrors and has the ob-

jective of hanging one, but lacks the resources to hangthe mirror on its own:(It2(Do(agent2; hang mirror)); f7) �4(B2(Have(agent2;mirror)); f8)(B2(Have(agent2; nail)); f9)(B2(Have(W;hammer))^B2(Have(X;nail)) ^B2(Have(Y;mirror))! B2(Can(Z; hang mirror))^B2(:Have(X;nail)); r4)(B2(Can(X;Y )) ^ It2(Do(X;Y ))! B2(Do(X;Y )); r5)Agent 1 can work out that it is unable to hang thepicture on its own because it is unable to build anargument for Do(agent1; hang picture) without us-ing Agent 2's nail, but it can build an argument forDo(agent1; hang picture) that does include the use ofthe nail:�3 `ACR (B1(Do(agent1; hang picture));ff1; f2; f4; f6; r1; r3g)This argument is in A4 since Agent 1 is unable to buildany arguments which rebut or undercut it, and it is theproposal that it puts to Agent 2. Agent 2 evaluatesthis proposal by attempting to critique it by build-ing arguments that conict with it. It �nds that withthe additional information that Agent 2 passes aboutits resources, it can build an argument for hanging itsmirror using Agent 1's hammer:�4 [ ff1; f2; f4; f6; r1; r3g `ACR(B2(Do(agent2; hang mirror));ff4; f7; f8; f9; r4; r5g)and it detects that this argument conicts with theoriginal proposal since the same supporting informa-tion allows it to deduce:�4 [ ff1; f2; f4; f6; r1; r3g `ACR(B2(:(Have(agent2; nail));ff4; f7; f8; f9; r4; r5g)This second argument undercuts the initial proposal byrebutting f6, and so when both arguments are takentogether, both are in A3 since both are undercut butneither have their conclusion rebutted. Agent 2 thenpasses this information back to Agent 1 as a critique ofthe original proposal. Now equipped with the informa-tion that Agent 2 has the objective of hanging a mirror,and that this is blocked by the use of its nail to hangAgent 1's picture, Agent 1 can use its mirror-hangingknowledge to propose a di�erent course of action whichresults in both mirror and picture being hung:�3 [ ff7; f8; f9; r4; r5g `ACR(B1(Do(agent1; hang picture)^B1(Do(agent2; hang mirror));ff1; f2; f3; f4; f5; f6; f7; f8; r1; r2; r3; r5g



As far as Agent 1 knows, this argument is in A4 sinceit may not be rebutted by any argument using infor-mation which it knows that Agent 2 has. It thereforepasses this argument to Agent 2 as a counter-proposal.When it is critiqued by Agent 2, it indeed turns outto be the case that Agent 2 cannot �nd any defeatingargument for this new proposal and so accepts it. 2Related workBeing such a multi-disciplinary subject, there is a vastliterature on the topic of negotiation. Hence our pur-pose in this section is not to provide a comprehen-sive overview, but rather to highlight some of the workwhich is most related to our own.Bussmann and M�uller (1992) draw upon social psy-chology to devise a negotiation model and algorithmthat can be employed by agents in a cooperative envi-ronment. Their model is much richer than those foundin traditional multi-agent systems (see (Lâasri et al.1992) for a review) and accords well with our genericmodel. However it lacks a rigorous theoretical under-pinning and it assumes that agents are inherently coop-erative. Lâasri et al. (1992) present a similarly rich ne-gotiation model, although drawn from a predominantlymulti-agent systems background, but again make thelimiting assumption of cooperating agents.Rosenschein and Zlotkin's research (Rosenschein &Zlotkin 1994) is representative of a growing body ofwork on negotiation which is based on game theory.This work does not make the cooperating agent as-sumption; indeed agents are regarded as self-interestedutility maximisers. Despite producing some importantresults, including some related to deceit and lying innegotiation, their work embodies a number of limitingassumptions. The main concerns are that the agentsare assumed to have complete knowledge of the payo�matrix, and hence of the other agents' preferences, andalso that precise utility values can be provided. Ourapproach inherently assumes a partial information per-spective and is more qualitative in nature.Sycara's work on the Persuader system (Sycara1989) employs argumentation as part of a system thatoperates in the domain of labour negotiations. Al-though demonstrating the power and elegance of theapproach, her system has a centralised arbitrator tohandle the disagreements and is thus less general thanours.Sycara's work led to subsequent research by Krauset al. (Kraus, Nirkhe, & Sycara 1993) into provid-ing a logical model of the process of argumentation.Their approach involves de�ning a new logic to de�nethe agent's properties and then identifying �ve di�er-ent types of argument that can be used in conjunctionwith their model (threats, rewards, appeals to prece-dent, appeals to prevailing practice, and appeals toself-interest). Our approach di�ers in that we adopta system of argumentation as our start point and put

in place the basic infrastructure for using argumenta-tion as the negotiation metaphor. Their �ve types ofargument, and many others besides, could be imple-mented in our system simply by instantiating di�erentbehavioural rules within the individual agents.DiscussionThis paper has introduced a system of argumentationand shown how it can be used to implement a formof dialectic negotiation. There are a number of pointsthat should be made about our system.The �rst point is that it is not simply a speci�cscheme for performing negotiation, but also a generalframework which is capable of capturing a broad rangeof styles of negotiation. Thus it can encompass nego-tiation with both benevolent and competitive agents.What we have discussed is the mechanism for build-ing and evaluating proposals. The style in which thisis done can be altered without changing this generalmechanism, just by altering the rules in the knowledge-base (which form the grounds of the arguments) ratherthan the rules for argument construction (which de-�ne the argument consequence relation). As a re-sult, changing from the kind of co-operative agents de-scribed here to ones whose proposals contain lies andthreats, for instance, can be done without altering thebasic negotiation mechanism which will still be basedaround the construction of arguments and the pass-ing of proposals. In other words, negotiation in dif-ferent environments can be carried out using di�erentrules from the knowledge-base whilst still employingthe same theorem prover, a facility which makes thissystem of negotiation very exible.The second point is that that a theorem prover existsfor constructing arguments (Krause, Ambler, & Fox1992). Thus we already have a means of implementingthis system of negotiation. However, a good deal morework needs to be done on the theorem prover to ensuresuitable e�ciency, by constraining the construction ofarguments so that they concern relevant propositionsand by providing tractable means of classifying thosearguments that are built into acceptability classes.The third point is that the generality of this sys-tem of argumentation suggests that an agent equippedwith it will gain more than just a natural mechanismfor negotiation. As mentioned above, argumentationhas proved a useful mechanism for handling uncertaininformation, and this kind of ability will be necessaryfor any agent operating in the real world. Indeed, ar-gumentation can be seen as a form of due-process rea-soning of the kind that Hewitt (1985) argued would berequired by any truly open system.The fourth point is that although the example thatwe have discussed to illustrate the use of argumenta-tion in this paper was fairly simple, that does not meanthat the kind of negotiation that our system can per-form is particularly limited. It is not. More complexexamples can easily be handled by the system, we just
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