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Abstract should capture as much qualitative information from the ap-
o _ plication domain as possible. In this paper, we propose an
Qualitative probabilistic networks represent prob- extension to the basic formalism of qualitative networks to

abilistic influences between variables. Due to the enhance its expressive power for this purpose.
level of representation detail provided, knowledge
about influences that hold only in specific contexts
cannot be expressed. The results computed from
a qualitative network, as a consequence, can be
quite weak and uninformative. We extend the ba-
sic formalism of qualitative probabilistic networks
by providing for the inclusion of context-specific
information about influences and show that exploit-
ing this information upon inference has the ability
to forestall unnecessarily weak results.

Probabilistic networks provide, by means of their digraph,
for a qualitative representation of the conditional indepen-
dences that are embedded in a joint probability distribu-
tion. The digraph in essence captures independences between
nodes, that is, it models independences that hold for all val-
ues of the associated variables. The independences that hold
only for specific values are not represented in the digraph but
are captured instead by the conditional probabilities associ-
ated with the nodes in the network. Knowledge of these latter
independences allows further decomposition of conditional
probabilities and can be exploited to speed up inference. For
1 Introduction this purpose, a notion afontext-specific independena@as

introduced for probabilistic networks to explicitly capture in-
Qualitative probabilistic networkare qualitative abstractions dependences that hold only for specific values of variables
of probabilistic networkgWellman, 199, introduced for  [Boutilier et al., 1996; Zhang & Poole, 1999

probabilistic reasoning in a qualitative way. A qualitative A qualitative probabilistic network equally captures inde-
probabilistic network encodes statistical variables and thependences between variables by means of its digraph. Since
probabilistic relationships between them in a directed acycliGis qualitative influences pertain to variables as well, inde-
graph. Each nodé in this digraph represents a variable. An nengences that hold only for specific values of the variables
arc A — B expresses a probabilistic influence of Fhe Varl-involved cannot be represented. In fact, qualitative influences
able A on the probability distribution of the variablg; the jmpjicitly hide such context-specific independences: if the
influence is summarised by a qualitative sign indicating thejyqyence of a variablet on a variableB is positive in one
direction of shift inB’s distribution. For probabilistic infer-  -qniext thatis. for one combination of values for some other
ence with a qualitative network, an efficient algorithm, based, 4 iaples, and zero in all other contexts — indicating indepen-
upon the idea of propagating and combining signs, is availgyence — then the influence is captured by a positive sign. Also,
able[Dr'uquzeI & Henrion, 1998 i positive and negative influences may be hidden: if a variable
Qualitative probabilistic networks can play an important 4 pags a positive influence on a variatitén some context and

role in the construction of probabilistic networks for real-life 5 negative influence in another context, then the influence of
application domains. While constructing the digraph of a 4 on B is modelled as being ambiguous.

probabilistic network is doable, the assessment of all prob-

abilities required is a much harder task and is only performed, o1 re we feel that they can and should be captured explic-
when the network's digraph is considered robust. By eliciting; i, 5 qualitative probabilistic network. For this purpose,

signs from domain experts, the obtained qualitative proba-We introduce a notion ofontext-specific signWe extend

bI|ISéIChneM0rk ]E:ahn be usedkto g;tudy an(iljvg!;plate the reasor}the basic formalism of qualitative networks by providing for

o ot yproselsSSear e lgne nlusionof ontxtspeifcformaton bout feces

ities tg be assessddruzdzel & Van der Gaag 1995p.|_0 nd show that explo!tmg this information upon mfe_zrence can
be able to thus exploit a qualitative probabilist,ic network, it prevent unnecessarily weak results. The paper is organised

' ™ as follows. In Section 2, we provide some preliminaries con-

*This work was partly funded by the EPSRC under grantcerning qualitative probabilistic networks. We present two

GR/L84117 examples of the type of information that can be hidden in

As context-specific independences basically are qualitative



gualitative influences, in Section 3. We present our extendedign is determined, indicating the direction of change in the
formalism and associated algorithm for exploiting context- node’s probability distribution occasioned by the new obser-
specific information in Section 4. In Section 5, we discussvation given all previously observed node values. Initially, all
the context-specific information that is hidden in the quali- node signs equal ‘0’. For the newly observed node, an ap-
tative abstractions of two real-life probabilistic networks. In propriate sign is entered, that is, eitherd for the observed
Section 6, we briefly show that context-specific information valuetrue or a ‘-’ for the valuefalse Each node receiving a
can also be incorporated in qualitative probabilistic networksmessage updates its node sign and subsequently sends a mes-
that include a qualitative notion of strength of influences. Thesage to each neighbour whose sign needs updating. The sign
paper ends with some concluding observations in Section 7.0f this message is the-product of the node’s (hew) sign and
the sign of the influence it traverses. This process is repeated
2 Qualitative probabilistic networks throughout the network, building on the properties of sym-
A qualitative probabilistic networkmodels statistical vari- metry, transitivity, and composition of influences. Since each

ables as nodes in its digraph; from now on, we use the term%ogde’can g?ﬁnge 'tf‘ s:gg’ atthmost twice, c_m;:e frOhr?d *('j t
variable and node interchangeably. We assume, without los r _tt an %n O&y Of' » the procf[esz }[/ISrI]SIteaC node a
of generality, that all variables are binary, usingnda to in- rostiwice and s therefore guaranteed to nait.

dicate the valuesue andfalsefor variableA, respectively. A . i

qualitative network further associates with its digraph a set o~ Context-independent signs

qualitative influe.ncesdescribing probabilistic' rel.atio'nships Context-specific information cannot be represented explicitly
between the variable@Vellman, 1990. A qualitative influ-  jy 3 qualitative probabilistic network, but is hidden in the net-
ence associated with an adc— B expresses how the values york's qualitative influences. If, for example, the influence of
of nodeA influence the probabilities of the values of nd8e 3 nodeA on a nodeB is positive for one combination of val-
A positive qualitative influencdor example, ofd on B, de-  es for the se of B's parents other thad, and zero for all
notedS™ (A, B), expresses that observing higher values forgther combinations of values fo¢, then the influence aft
nodeA makes higher values for node more likely, regard-  on B s positive by definition. The zero influences are hidden
less of any other influences @# that is, due to the fact that the inequality in the definition of qualita-
Pr(b | az) > Pr(b | az), tive influence is not strict. We present an example illustrating

o such hidden zeroes.
for any combination of values for the setX of parents ofB

other thand. The “+'in ST (A, B) is termed the influence’s
sign A negative qualitative influencé —, and a zero quali-
tative influenceS?, are defined analogously. If the influence
of nodeA on nodeB is non-monotonic or unknown, we say
that it isambiguousdenotedS? (A, B).

The set of influences of a qualitative probabilistic network
exhibits various propertieBWellman, 1990. The symme-
try property states that, i6°(A, B), then alsoS°(B, A),

d € {+,—,0,7}. Thetransitivity property asserts that a se-

guence of qualitative influences along a chain that specifie
at most one incoming arc per node, combine into a single in--"< S X -
fluence with thez-operator from Table 1. Theomposition & highly simplified fragment of knowledge in oncology; it

property asserts that multiple influences between two nodeRertains to the effects and complications to be expected from

along parallel chains combine into a single influence with thel'€atment of oesophageal cancer. Nddeodels the life ex-

pectancy of a patient after therapy; the valuedicates that

Figure 1: The qualitativeurgerynetwork.

]QExampIe 1 The qualitative network from Figure 1 represents

-operator. the patient will survive for at least one year. Ndbenodels
|+ — 0 7 e+ - 0 2 the therapy instilled; we consider surgery, modelled,and
Tl = 0 7 T ¥ 7 F 7 no treatment, modelled by as the only alternatives. The ef-
-l + o0 2 -7 - - 2 fect to be attained from surgery is a radical resection of the
0|0 0 0 O o+ —-— 0 ? oesophageal tumour, modelled by nde After surgery a
71?7 7 0 7 O O S G life-threatening pulmonary complication, modelled by node

P, may result; the occurrence of this complication is heavily
influenced by whether or not the patientis a smoker, modelled
A qualitative network further capturegialitative synergies by nodeS.
between three or more nodes; for details we ref¢iaizdzel We consider the conditional probabilities from a quantified
& Henrion, 1993; Wellman, 1990 network representing the same knowledge. We would like to
For inference with a qualitative network, an efficient al- note that these probabilities serve illustrative purposes only;
gorithm is availabldDruzdzel & Henrion, 1998 The ba-  although not entirely unrealistic, they have not been specified
sic idea of the algorithm is to trace the effect of observing aby domain experts. The probability of attaining a radical re-
node’s value on the other nodes in the network by messagsection upon surgery Br(r | t) = 0.45; as without surgery
passing between neighbouring nodes. For each node, a nodeere can be no radical resection, we h&ér | ) = 0.

Table 1: Ther- and®-operators.



From these probabilities we have that nddéndeed exerts represents the presence or absence of metastases in the cervi-
a positive qualitative influence on node The probabilities  cal lymph nodes.
of a pulmonary complication occurring and of a patient’s life ~ We consider the conditional probabilities from a quantified

expectancy after therapy are, respectively, network representing the same knowledge; once again, these
Pr(p) | s 5 Pr(l - probabilities serve illustrative purposes only. The probabili-
tp 075 0.00 - 0])15 Op o5 ties of the presence of cervical metastases in a patient are
f |0.00 0.00 F |0.03 0.50 Pr(c) | 1 l
. m | 035 0.95
From the left table, we verify that bothi and S exert a pos- @ | 000 1.00

itive qualitative influence on nodE. The fact that the influ- o _
ence ofl’ on P is actually zero in the context of the valsiéor From these probabilities we have that natléendeed has a
nodes, is not apparent from the influence’s sign. Note thatnegative influence on nodg. The influence of nodé/ on
this zero influence does not arise from the probabilities being”', however, is non-monotonic:

zero, but rather from their having the same value. From the _ = =
right table we verify that nod&® exerts a positive influence Pr(c|ml) > Pr(c|ml), yet Pr(c|ml) < Pr(c|ml)

on nodeL; the qualitative influence aP on L is negative[1  The non-monotonic influence hides &’‘for the valuel of

The previous example shows that the level of representatioR®deL and a =’ for the contextl. U

detail of a qualitative network can result in information hid-  From the two examples above, we observe that context-
ing. As a consequence, unnecessarily weak answers may repecific information about influences that is present in the
sult upon inference. For example, from the probabilities in-conditional probabilities of a quantified network cannot be
volved we know that performing surgery on a non-smoker hagepresented explicitly in a qualitative probabilistic network:
a positive influence on life expectancy. Due to the conflictingupon abstracting the quantified network to the qualitative net-
reasoning chains frofi to L in the qualitative network, how-  work, the information is effectively hidden.

ever, entering the observatiofior nodeT” will resultin a ‘7’

for nodeL, indicating that the influence is unknown. 4 Context-specificity and its exploitation

We recall from the definition of qualitative influence that . . o .
the sign of an influence of a nodeon a node? is indepen- The level of representation detail of a qualitative probabilis-

dent of the values for the séf of parents ofB other than  tiC network enforces influences to be independent of specific
A. A “? for the influence ofA on B may therefore hide the contexts. In this section we present an extension to thg basm
information that noded has a positive influence on nodz formalism of 'q'uah.tatlve network's that allows for associating
for some combination of values of and a negative influ- context-specific signs W|_th qya_lltatlve mflue;nces. In Section
ence for another combination. If so, the ambiguous influencé1, the extended formalism is introduced; in Section 4.2, we
is non-monotonién nature and can in fact be looked upon as ShoW, by means of the example networks from the previous

specifying different signs for different contexts. We presentsection, that exp!oiting Context-specifi(_: information can pre-
an example to illustrate this observation. vent unnecessarily weak results upon inference.

4.1 Context-specific signs

Before introducing context-specific signs, we define a notion
_ 2 of context for qualitative networks. Lef be a set of nodes,
’ called thecontext nodesA contextc x for X is a combination
of values for a subsét” C X of the set of context nodes.
Figure 2: The qualitativeervical metastasasetwork. WhenY = @, we say that the context empty denoteck;
whenY = X, we say that the context imaximal The set of
Example 2 The qualitative network from Figure 2 represents all possible contexts fak is called thecontext sefor X and
another fragment of knowledge in oncology; it pertains to theis denotedCx. To compare different contexts for the same
metastasis of oesophageal cancer. Nbdepresents the lo- set of context node&X’, we use an ordering on contexts: for
cation of the primary tumour that is known to be present in aany two combinations of valuesy andc’y for Y C X and
patient's oesophagus; the valueodels that the tumour re- Y’ C X, respectively, we say thaty > ¢ iff Y D Y’ and
sides in the lower two-third of the oesophagus and the value x andc’y specify the same combination of values 1of.
[ expresses that the tumour is in the oesophagus’ upper one- A context-specific sigmow basically is a sign that may
third. An oesophageal tumour upon growth typically givesvary from context to context. It is defined as a function
rise to lymphatic metastases, the extent of which are capturedl : Cx — {+,—,0,7} from a context sefx to the set
by nodeM. The valuem of M indicates that just the local of basic signs, such that for any two contextg andc’y
and regional lymph nodes are affectedpenotes that distant with cx > c¢x we have that, ifé(c'y) = §; for §; €
lymph nodes are affected. Which lymph nodes are local o{+, —,0}, then §(cx) € {d;,0}. For abbreviation, we will
regional and which are distant depends on the location of thevrite §(X) to denote the context-specific sigthat is defined
tumour in the oesophagus. The lymph nodes in the neck, oon the context sef x. Note that the basic signs from regular
cervix, for example, are regional for a tumour in the upperqualitative networks can be looked upon as context-specific
one-third of the oesophagus and distant otherwise. Node signs that are defined by a constant function.



In our extended formalism of qualitative networks, we as-Example 3 We reconsider the qualitativeurgery network
sign context-specific signs to influences. We say that a nodéom Figure 1. Suppose that a non-smoker is undergoing
A exerts ggualitative influence of sigh( X' ) on anodeB, de-  surgery. In the context of the observatiofor nodesS, prop-
notedS°(X) (A, B), whereX is the set of parents d8 other ~ agating the observation for node T" with the basic sign-
than A, iff for each context x for X we have that propagation algorithm results in the sighfor node L: there
is not enough information present in the network to com-
pute a non-ambiguous sign from the two conflicting reason-
ing chains frondl" to L.

e )(cx) = +iff Pr(b| acxy) > Pr(b | acxy) for any
combination of values x y for X;

e i(cx) = —iff Pr(b| acxy) < Pr(b | acxy) for any We now extend the qualitativ&urgerynetwork by assign-
such combination of valuesy y; ing the context-specific sigh(S), defined by
e 6(cx) = 0iff Pr(b| acxy) = Pr(b | acxy) for any d(s) =+, 0(5) =0, d(e) =+

such combination of valuesy to the influence of nodd” on nodeP, that is, we explic-

e §(cx) = ? otherwise. itly include the information that non-smoking patients are not
at risk for pulmonary complications after surgery. The thus

Note that we take the set of parents of ndgl®ther thanA ; i
for the set of context nodes: the definition is readily extendedEXt€nded network is shown in Figure 3(a). We now recon-
sider our non-smoking patient undergoing surgery. Propa-

to apply to arbitrary sets of context nodes, however. Context-" .. . : L
specific qualitative synergies can be defined analogously. gating the observation for nodeT’ with the extended sign

A context-specific signm(X) in essence has to specify a propagation algorithm in the context sfresults in the sign

L : 27 % (+®+4)@ (0@ —) =4 fornodeL: we find that surgery
basic sign from{+, —,0, 7} for each possible combination .: . - ; ;
of values in thg}i:ontext sétx. From the definition 06 (X), Is likely to increase life expectancy for the patieit.
however, we have that it is not necessary to explicitly indicate
a basic sign for every such context. For example, consider an
influence of a noded on a nodeB with the set of context

nodesX = {D, E}. Suppose that the sigi{X) of the influ- - (L)
ence is defined as
d(e) =7,
6(d) =+, 6(d) = 6(%) = ?7 6(6) =+,
d(de) =+, d(de) =+, d(de)=—, &(de)=0

. . . . . (@) (b)
The Iliuncuortwé(EX) 'ﬁ umquetlr)]/ dlescnbed ?y tthe signs of thgﬂgigure 3: A hidden zero revealed, (a), and a non-monotonicity
smaller contexts whenever the larger contexts are assigne ) N
same sign. The function is therefore fully specified by %ptured, (b), by a context-specific sign.
In Section 3 we not only discussed hidden zero influ-

0(e) =7, d(d) =+, 6(d) = —, §(¢) = +, d(de) =0 ences, but also argued that positive and negative influences

The sign-propagation algorithm for probabilistic inference &N be hidden in non-monotonic influences. As the ini-
with a qualitative network, as discussed in Section 2, is easilji@! ‘?’s Of these influences tend to spread to major parts of
extended to handle context-specific signs. The extended ap Network upon inference, it is worthwhile to resolve the
gorithm propagates and combiressic signnly. Before a non-monotonicities |nvoI\'/ed. whenever posqble. Our ex-
sign is propagated over an influence, it is investigated whethelgnded formalism of qualitative networks provides for effec-
or not the influence’s sign is context-specific. If so, the cur-tively capturing information about non-monotonicities, as is
rently valid context is determined from the available obser-démonstrated by the following example.
vations and the basic sign specified for this context is propaExample 4 We reconsider the qualitativeervical metas-
gated; if none of the context nodes have been observed, themmsesnetwork from Figure 2. We recall that the influence
the sign specified for the empty context is propagated. of nodeM on nodeC' is non-monotonic since

Pr(c | ml) > Pr(c| ml) and Pr(c|ml) < Pr(c|ml)

4.2 Exploiting context-specific signs
In Section 3 we presented two examples showing that thdn the context, therefore, the influence is positive, while it is

influences of a qualitative probabilistic network can hide N€gative in the context In the extended network, shown in
context-specific information. Revealing this hidden infor- Figure 3(b), this information is captured explicitly by assign-

mation and exploiting it upon inference can be worthwhile. 9 the sigm (L), defined by

The information that an influence is zero for a certain con- §() =+, 6(1)=—, d(e) =7
text can be used, for example, to improve the runtime of the
sign-propagation algorithm because propagation of a sign cal?
be stopped as soon as a zero influence is encountered. Moge e .
importantly, however, exploiting the information can prevent Context-specificity in real-life networks
conflicting influences arising during inference. We illustrate To get an impression of the context-specific information that
this observation by means of an example. is hidden in real-life qualitative probabilistic networks, we

the influence of nod&/ on nodeC. O



#influences with siga: are positive, 31% are negative, 20% are zero, and 17% re-
+ - 0 ? total main ambiguous. For the qualitative oesophagus network, we
ALARM 17 9 0 20 | 46 find that 54% of the influences are positive, 21% are nega-
oesophagug 32 12 0 15 | 99 tive, and 25% are ambiguous; the network does not include
any explicit zero influences. For the extended network, us-

Table 2: The numbers of influences with", * —’, * 0" and ‘7’

ing context-specific signs, we find that 46% of the qualitative
influences are positive, 22% are negative, 10% are zero, and
22% remain ambiguous.
computed qualitative abstractions of the well-knowmaRM - We observe that for both the.ARM and the oesophagus
network and of the network for oesophageal cancer. Thenetwork, the use of context-specific signs serves to reveal a
ALARM -network consists of 37, mostly non-binary, nodes considerable number of zero influences and to substantially
and 46 arcs; the number of direct qualitative influences indecrease the number of ambiguous influences. Similar obser-
the abstracted network — using the basic definition of qualitavations were made for qualitative abstractions of two other
tive influence — therefore equals 46. The oesophagus netwonkeal-life probabilistic networks, pertaining to Wilson’s dis-
consists of 42, also mostly non-binary, nodes and 59 arcsease and to ventricular septal defect, respectively. We con-
Table 2 summarises for the two abstracted networks the nunelude that by providing for the inclusion of context-specific
bers of direct influences with the four different basic signs.information about influences, we have effectively extended
The numbers reported in Table 2 pertain to the basic signghe expressive power of qualitative probabilistic networks.
of the qualitative influences associated with the arcs in the
networks’ digraphs. Each such influence, and hence each a§ Extension to enhanced networks

sociated basic sign, covers a number of maximal ContextSy o o malism ofenhanced qualitative probabilistic net-
For a qualitative influence associated with the dre» B,

the number of maximal contexts equals 1 (the empt context}’vorks[RenOOij & Van der Gaag, 1999introduces a qualita-
. 9 . Pty ive notion of strength of influences into qualitative networks.
if node B has no other parents that] otherwise, the num-

ber of maximal contexts equals the number of possible ComyVe briefly argue that the notions from the previous sections

N can also be used to provide for the inclusion and exploitation

binations of values for the set of parents/diother thand. ¢ o eyt specific information about such strengths.
For every maximal context, we computed the proper (context-" " ;"o nnanced qualitative network, a distinction is made
ey S o e s T Ty 2, ST e o< sscin e
P 9 Il influences into two disjoint subsets in such a way that any

the different basic signs in the two abstracted networks. Fronj : .
the table we have, for example, that the 17 qualitative influ-\ fluence from the one subset is stronger than any influence

ences with sign--" from the ALARM network together cover from the other subset; to this endat-off valuex is used. For
59 different maximal contexts. For 38 of these contexts, theexample, atrongly positive qualitative influenci a node

++
influences are indeed positive, but for 21 of them the influ-"" & nodeB, denoteds™* (4, B), expresses that
ences are actually zero. Pr(b| azx) — Pr(b| az) > a

signs for the qualitativeLARM and oesophagus networks.

for any combination of values for the setX of parents ofB

# cx with signa™: other than4; aweakly positive qualitative influenaé A on

ALARM + — 0 ? total
¥ 33 - 51 - 59 B, denotedS* (A, B), expresses that
0 0 ~ 4_0 1_1 B 501 0<Pr(b|azx)—Pr(b|azr) <a
v 34 24 12 28 | 108 for any such combination of values The sign -’ is used
total 72 64 44 28 218

to indicate a positive influence whose relative strength is am-

# cx with signd’:

biguous. Strongly negative gualitative influencgs—, and

oesophagus  + - 0 7 | total weakly negative qualitative influencés, are defined anal-
ot - 8 - | 8 ogously; a negative influence whose relative strength is am-
0 B : 3_6 f B 464 biguous is denoted —*. Zero qualitative influences and am-
? 6 3 2 38 49 big_uous qualitatiye influences are dgfined as in regular quali-
fotal 80 39 18 38 T 175 tative probabilistic networks. Renooij & Van der Gaag (1999)

also provide extended definitions for the and®-operators
Table 3: The numbers of contexts covered by the+’, < —, 0 @pply to the double signs. These definitions cannot be re-
‘0’ and 7" signs and their associated context-specific signsv'ewed without detailing the enhanced fprmal_lsm, which is
for the qualitativeALARM and oesophagus networks. beyond the scope of the present paper; it suffices to say that
the result of combining signs is basically as one would intu-
For the qualitativeaLARM -network, we find that 35% of itively expect.
the influences are positive, 17% are negative, and 48% are Our notion of context-specific sign can be easily incor-
ambiguous; the network does not include any explicitly speci-porated into enhanced qualitative probabilistic networks. A
fied zero influences. For the extended network, using contexteontext-specific sign now is defined as a functlonC x —
specific signs, we find that 32% of the qualitative influences{++, +-, +, —, —»,——,0, 7} from a context set x to the



extended set of basic signs, such that for any two contextextended network is shown in Figure 4. We recall from Ex-
cx and ¢, with cx > ¢’y we have that, if the sign is strongly ample 3 that for non-smokers the effect of surgery on life ex-
positive forc’y, then it must be strongly positive fok, if the ~ pectancy is positive. For smokers, however, the effect could
sign is weakly positive fot'y, then it must be either weakly not be unambiguously determined. From the extended net-
positive or zero for &, and if it is ambiguously positive for work in Figure 4, we now find the effect of surgery on life
c’y, then it may be (strongly, weakly or ambiguously) pos- expectancy for smokers to be negative: upon propagating the
itive, or zero for ¢¢. Similar restrictions hold for negative observatiornt for nodeT in the context of the information
signs. Context-specific signs are once again assigned to irfer nodesS, the sign (+ ® +) & (+ + ® — —)’ =‘—"results
fluences, as before. for nodeL. O

For distinguishing between strong and weak qualitative in- )
fluences in an enhanced network, a cut-off valubas to 7 Conclusions

be chosen in such a way that, basically, &k strong in-  we extended the formalism of qualitative probabilistic net-
fluences of a nodel on a nodeB we have thaPr(b |  works with a notion of context-specificity. By doing so,
az) — Pr(b | azx)| > o for all contextsz, and forall weak  we enhanced the expressive power of qualitative networks.
influences we have thaPr(b | az) — Pr(b | az)| < afor  while in a regular qualitative network, zero influences as well
all such contexts. If, for a specific cut-off valug there ex-  as positive and negative influences can be hidden, in a net-
ists an influence of nodel on nodeB for which there are  \ork extended with context-specific signs this information is
contextsz andz’ with | Pr(b | az) — Pr(b | az)| > aand  made explicit. Qualitative abstractions of some real-life prob-
|Pr(b | az') — Pr(b | az')] < «, then signs of ambigu- apilistic networks have shown that networks indeed can incor-
ous strength would be introduced into the enhanced networkgporate considerable context-specific information. We further
which would seriously hamper the usefulness of exploiting ashowed that incorporating the context-specific signs into en-
notion of strength. A different cut-off value had better be cho- hanced qualitative probabilistic networks that include a quali-
sen, by shiftingy towards 0 or 1. Unfortunatelyy may then  tative notion of strength renders even more expressive power.
very well end up being 0 or 1. The use of context-specificThe fact that zeroes and double signs can be specified context-
information about qualitative strengths can now forestall thespecifically allows them to be specified more often, in gen-
necessity of shifting the cut-off value, as is illustrated in theeral. We showed that exploiting context-specific information
following example. about influences and about qualitative strengths can prevent
unnecessary ambiguous node signs arising during inference,
thereby effectively forestalling unnecessarily weak results.
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