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The Problem Domain

We aim to build intelligent systems which can reason autansty about the risk
of carcinogenicity of chemicals, drawing on whatever tiegioal or experimental
evidence is available. In earlier work [14], reviewing titedature on methods of
carcinogen risk assessment, we catalogued the diffenees yf evidence adduced
to support these claims, which may be in the form of. expentiaeesults on tis-
sue cultures, animals or human epidemiological studieslyical comparisons
with known carcinogens; or explication of biomedical cdymghways. Because
the research which underpins conclusions in this domaisually at the leading-
edge of the scientific disciplines concerned, evidence tlwse different sources
may be inconsistent or conflicting. Consequently, caroemagsk assessment usu-
ally involves the comparison and resolution of multipledarices and arguments
for and against a particular scientific claim [23, 27].

To represent this domain in an intelligent system, theegfave first require a
philosophical model of scientific enquiry. Which philosguif science is appro-
priate for such representation, and why? Next, having abgiich a conceptual
model, we will need to formalize it. How can this be achievé&dparticular, how
may we represent the scientific uncertainty characte$twowledge in the car-
cinogen domain? These questions are the focus of this papmth outlines our
current thinking and approach.

Philosophies of Scientific Discourse

Scientific knowledge accumulates by means of arguments@ander-arguments:
e.g. claims for and against particular chemicals beingragens are made on the
basis of supporting (or denying) evidence. Thus, a philbgag science which



explicitly models the dialectical nature of scientific disicse would seem appro-
priate. Nicholas Rescher [22], a philosopher of logic arguiarentation, claims

to have been the first to propose a dialectical frameworkHergrogress of sci-

entific inquiry. Similarly, James Freeman [7], another angatation theorist, dis-
cusses scientific discourse in his study of generic argustemtture. Both these
approaches are from an argumentation theory perspectiverrthan from the

philosophy of science, and so neither is grounded in, noagegwith, a detailed
understanding of actual scientific practice. As a consecpiethhe frameworks

proposed could easily be applied to other, non-scientifimains.

One novel approach from a philosophy of science perspeistitree dialecti-
cal model of scientific discourse proposed by Marcello P2@4. [Pera views the
enterprise of science as a three-person dialogue, ingkiscientific investiga-
tor, Nature and a skeptical scientific community. In this lpthe investigator
proposes theoretical explanations of scientific phenona@daundertakes scien-
tific experiments to test these. The experiments lead tdi&€pfrom Nature in
the form of experimental evidence. However, Nature’s raspe are not given
directly or in a pure form, but are mediated through the thadicipant, the sci-
entific community, which interprets the evidence, undextalt debate as to its
meaning and implications, and eventually decides in favoagainst proposed
theoretical explanations. We have adopted Pera’s modeluoapplication, and
provided Nature with a formal role, but manifested it thrbugose of the other
participants.

Although more specific than Rescher’s or Freeman’s modelsa'$¥® model
of modern science as a dialogue game could still be applietbhoeains which
do not share science’s success in explaining and predinagral phenomena.
We believe, therefore, that our model of science requiresxatanation of the
success of science. Some philosophers of science believs ttue to the appli-
cation of universal principles of assessment of proposezhsfic theories, such
as the confirmationism of Rudolph Carnap or the falsificasionof Karl Pop-
per [21]. However, we do not share these views, insteadJdeie with Paul
Feyerabend [4], that the standards of assessment used lsgianyific commu-
nity are domain-, context- and time-dependent. This vieat there are neither
universal nor objective standards by which scientific theocan be judged, was
called “epistemological anarchism” by Imre Lakatos [13].ofdover, there is a
methodological problem with falsificationism in our chos#main of carcino-
genicity. As many have argued (e.g. Hansson [12]), it is msisfble to falsify
statements of the forrfChemical X has carcinogenic effectsfiecause one can
never eliminate the possibility of very weak effects. Fastance, if the effects
of a carcinogen at the levels of typical exposure are venjlsmis actions are
long delayed, sample sizes in the millions or billions mayréguired to have
reasonable confidence of identifying the effects in a stedilsexperiment [25].



Instead of the application of universal principles of assent of theories, we
believe science’s success arises in part from applying twmative principles of
conduct: firstly, that every theoretical explanation pregubby a scientific inves-
tigator is contestable by anyohend secondly, that every theoretical explanation
adopted by a scientific community is defeasible. In otherdspall scientific
theories, no matter how compelling, are always tentatiegnd held only until
better explanations are found, and anyone may propose. thege that in say-
ing all conclusions are always defeasible, we are not sgagithe manner by
which they may be overthrown: defeasibility is thus a moneegal concept than
falsificationism. Contestability distinguishes scienaf, say, extreme political
ideologies, such as Nazism or the Juche philosophy of Kinutigs Defeasi-
bility distinguishes science from, say, traditional rédig or creationism. On the
other hand, both principles apply to human endeavours cartyttikought of as
scientific but which may fail criteria such as predictive ahifity (e.g. paleontol-
ogy; climatology; macro-economics) or falsifiability (e gpciobiology; Freudian

psychology).

Formalization and Uncertainty Representation

To build an intelligent system based on these principlestheeefore require a
(normative) model of scientific discourse which enablesestation and defea-
sibility of claims. The approach we have adopted has seweraponents. At
the highest level, we are attempting to model a discoursedmst reasonable,
consenting scientists, who accept or reject arguments amithe basis of their
relative force. An influential model for debates of this typehe philosophy of
Discourse Ethics developed by Jiurgen Habermas [9] fortdela ethical and
moral domains. We have therefore drawn on Habermas’ ruldsoburse, which
were first fully articulated by Robert Alexy [1].

Next, within this structure, we wish to be able to model dgaies in which
different participants variously posit, assert, contgsdtify, qualify and retract
claims. To represent such activity requires a model of anraemt, and we have
used Stephen Toulmin’s [26] model, within a dialecticahfieavork. To embody
our belief in epistemological anarchism, we permit pgpéecits to contest any
component of a scientific argument: its premises; its rul@sference (Toulmin’s
“warrants”); its degrees of support (his “modalities”);daits consequences. We
believe this is exactly what real scientists do when cori&édmvith new theoretical
explanations of natural phenomena [4]. When a scientifiocigathus contested,

1At least, by anyone from within the scientific community cerreed. While an argument may
only be given serious consideration by a scientific comnyumtien it arises from a member of
that community, there usually are no formal barriers to aeyseeking to join the community.
Double-blind reviewing of research papers reinforcesapisnness.



its proponent may respond, not only by retracting it, but bglifying it in some
way, perhaps reducing its scope of applicability. Arne I84&8] called this pro-
cess “precizating”, and we seek to enable such responses gystem.

Within Artificial Intelligence (Al), intelligent systemsof scientific domains
have used argumentation for some time (e.g. [5]). Howebesd applications
have typically involved monolectical rather than dialeatiargumentation. More
recently, Mandy Haggith [10] developed a dialectical argatation formalism
and applied the resulting system to a carcinogenicity dgeblbwever, the pri-
mary focus of her work was on knowledge representation iregemlomains of
conflict, and so her formalism is not grounded in an explibitgsophy of science.
Several philosophers of linguistics and argumentatiorefzaticulated models of
arguments as dialogue games, e.g. Hamblin [11], Carlsoard]Walton and
Krabbe [28]. These formalisms, which aim to model differgmtes of dialogues
in generic domains, were not explicitly intended for enogdin intelligent sys-
tems, and they do not in general permit degrees of suppoddimmitments to
be expressed. Within Al, the work of Amgoud, Maudet and Ras48] is closest
in approach to what we are seeking to achieve, although @tassed on generic
dialogues and only between two participants.

Within this tradition, we have proposed a formalism whichinpigs partic-
ipants to make, contest and defend claims, and we call thdtiregs system a
“Risk Agora” [16]. Moreover, by using labels from uncertgirdictionaries, our
formalism permits participants to express degrees of belién claims, in their
supporting evidences, in their modes of inference, andaim tonsequences. Par-
ticipants could, for example, accept a scientific claim babel it as, sayplausible
rather than a€onfirmed As an example of the formal syntax, a debate participant
P, could demonstrate her argumeft— 6) supporting a clainf, an argument to
which she was committed with strength by making the dialogue move:

showarg(P; : A(— 6, D)).

How do we represent Pera’s player Nature within this forema#t We have ap-
proached this by making Nature an explicit participant,aledNature in the sci-
entific dialogue, but one whose interventions in the debepedd on the progress
of the debate and on the interventions of the other parti¢god hus, for instance,
the assessment made blature of the truth-value (understood in a defeasible
sense) of a claim depends, at any one time, on the type anct éftarguments
for and against that claim previously articulated by thesotbarticipants. As ar-
guments for and against a claim are proposed, contestedededd®d Nature’s
assignment of truth-values to the claim may change. In thig we can explicitly
represent scientific uncertainty and the progress of a delvdé are also readily
able to summarize the status of the debate, in terms of tagaeships between
the arguments presented by the debate participants.

In addition to representing the relevant scientific debidte ,Risk Agora can



potentially assist decision-making in this domain in twhestways. Firstly, the

Agora could be used to consider the consequences of statistierence errors in

scientific experiments. Normally, such consequences ¢dmquantified and so
are ignored in the standard (Neyman-Pearson) proceduedsmuthe bio-medical

sciences for hypothesis testing. This has the effect of ngalie procedures ap-
pear to be value-free, when in fact they are not. We have prede case for

using the Risk Agora to design hypothesis tests informechbyqualitative con-

sequences of inference errors in [17].

Secondly, the Agora may assist in the selection of apprtgpregulatory op-
tions for potential carcinogens. Decision-making heraésntssessment of the
consequences of different regulatory actions, along withssignment of values
to these consequences. To represent these inside the Agohave drawn upon
the Communicative Action theory of Habermas [8], which setkunderstand
how a group of reasonable people may collaborate to reacmenoo understand-
ing or decision regarding an issue. In his work, Habermawsli@n a typology
of speech acts due to John Searle [24], which we have furtloglified for the
specifics of the risk domain [15]. Our work here also draws @nrecent work in
qualitative decision theory in Al [6, 19].
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