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The Problem Domain

We aim to build intelligent systems which can reason autonomously about the risk
of carcinogenicity of chemicals, drawing on whatever theoretical or experimental
evidence is available. In earlier work [14], reviewing the literature on methods of
carcinogen risk assessment, we catalogued the different types of evidence adduced
to support these claims, which may be in the form of: experimental results on tis-
sue cultures, animals or human epidemiological studies; analytical comparisons
with known carcinogens; or explication of biomedical causal pathways. Because
the research which underpins conclusions in this domain is usually at the leading-
edge of the scientific disciplines concerned, evidence fromthese different sources
may be inconsistent or conflicting. Consequently, carcinogen risk assessment usu-
ally involves the comparison and resolution of multiple evidences and arguments
for and against a particular scientific claim [23, 27].

To represent this domain in an intelligent system, therefore, we first require a
philosophical model of scientific enquiry. Which philosophy of science is appro-
priate for such representation, and why? Next, having adopted such a conceptual
model, we will need to formalize it. How can this be achieved?In particular, how
may we represent the scientific uncertainty characteristicof knowledge in the car-
cinogen domain? These questions are the focus of this paper,which outlines our
current thinking and approach.

Philosophies of Scientific Discourse

Scientific knowledge accumulates by means of arguments and counter-arguments:
e.g. claims for and against particular chemicals being carcinogens are made on the
basis of supporting (or denying) evidence. Thus, a philosophy of science which



explicitly models the dialectical nature of scientific discourse would seem appro-
priate. Nicholas Rescher [22], a philosopher of logic and argumentation, claims
to have been the first to propose a dialectical framework for the progress of sci-
entific inquiry. Similarly, James Freeman [7], another argumentation theorist, dis-
cusses scientific discourse in his study of generic argumentstructure. Both these
approaches are from an argumentation theory perspective rather than from the
philosophy of science, and so neither is grounded in, nor engages with, a detailed
understanding of actual scientific practice. As a consequence, the frameworks
proposed could easily be applied to other, non-scientific, domains.

One novel approach from a philosophy of science perspectiveis the dialecti-
cal model of scientific discourse proposed by Marcello Pera [20]. Pera views the
enterprise of science as a three-person dialogue, involving a scientific investiga-
tor, Nature and a skeptical scientific community. In this model, the investigator
proposes theoretical explanations of scientific phenomenaand undertakes scien-
tific experiments to test these. The experiments lead to “replies” from Nature in
the form of experimental evidence. However, Nature’s responses are not given
directly or in a pure form, but are mediated through the thirdparticipant, the sci-
entific community, which interprets the evidence, undertakes a debate as to its
meaning and implications, and eventually decides in favor or against proposed
theoretical explanations. We have adopted Pera’s model forour application, and
provided Nature with a formal role, but manifested it through those of the other
participants.

Although more specific than Rescher’s or Freeman’s models, Pera’s model
of modern science as a dialogue game could still be applied todomains which
do not share science’s success in explaining and predictingnatural phenomena.
We believe, therefore, that our model of science requires anexplanation of the
success of science. Some philosophers of science believe this is due to the appli-
cation of universal principles of assessment of proposed scientific theories, such
as the confirmationism of Rudolph Carnap or the falsificationism of Karl Pop-
per [21]. However, we do not share these views, instead believing, with Paul
Feyerabend [4], that the standards of assessment used by anyscientific commu-
nity are domain-, context- and time-dependent. This view, that there are neither
universal nor objective standards by which scientific theories can be judged, was
called “epistemological anarchism” by Imre Lakatos [13]. Moreover, there is a
methodological problem with falsificationism in our chosendomain of carcino-
genicity. As many have argued (e.g. Hansson [12]), it is not possible to falsify
statements of the form“ChemicalX has carcinogenic effects,”because one can
never eliminate the possibility of very weak effects. For instance, if the effects
of a carcinogen at the levels of typical exposure are very small or its actions are
long delayed, sample sizes in the millions or billions may berequired to have
reasonable confidence of identifying the effects in a statistical experiment [25].



Instead of the application of universal principles of assessment of theories, we
believe science’s success arises in part from applying two normative principles of
conduct: firstly, that every theoretical explanation proposed by a scientific inves-
tigator is contestable by anyone;1 and secondly, that every theoretical explanation
adopted by a scientific community is defeasible. In other words, all scientific
theories, no matter how compelling, are always tentative, being held only until
better explanations are found, and anyone may propose these. Note that in say-
ing all conclusions are always defeasible, we are not specifying the manner by
which they may be overthrown: defeasibility is thus a more general concept than
falsificationism. Contestability distinguishes science from, say, extreme political
ideologies, such as Nazism or the Juche philosophy of Kim Il Sung. Defeasi-
bility distinguishes science from, say, traditional religion or creationism. On the
other hand, both principles apply to human endeavours commonly thought of as
scientific but which may fail criteria such as predictive capability (e.g. paleontol-
ogy; climatology; macro-economics) or falsifiability (e.g. sociobiology; Freudian
psychology).

Formalization and Uncertainty Representation

To build an intelligent system based on these principles, wetherefore require a
(normative) model of scientific discourse which enables contestation and defea-
sibility of claims. The approach we have adopted has severalcomponents. At
the highest level, we are attempting to model a discourse between reasonable,
consenting scientists, who accept or reject arguments onlyon the basis of their
relative force. An influential model for debates of this typeis the philosophy of
Discourse Ethics developed by Jürgen Habermas [9] for debates in ethical and
moral domains. We have therefore drawn on Habermas’ rules ofdiscourse, which
were first fully articulated by Robert Alexy [1].

Next, within this structure, we wish to be able to model dialogues in which
different participants variously posit, assert, contest,justify, qualify and retract
claims. To represent such activity requires a model of an argument, and we have
used Stephen Toulmin’s [26] model, within a dialectical framework. To embody
our belief in epistemological anarchism, we permit participants to contest any
component of a scientific argument: its premises; its rules of inference (Toulmin’s
“warrants”); its degrees of support (his “modalities”); and its consequences. We
believe this is exactly what real scientists do when confronted with new theoretical
explanations of natural phenomena [4]. When a scientific claim is thus contested,

1At least, by anyone from within the scientific community concerned. While an argument may
only be given serious consideration by a scientific community when it arises from a member of
that community, there usually are no formal barriers to anyone seeking to join the community.
Double-blind reviewing of research papers reinforces thisopenness.



its proponent may respond, not only by retracting it, but by qualifying it in some
way, perhaps reducing its scope of applicability. Arne Naess [18] called this pro-
cess “precizating”, and we seek to enable such responses in the system.

Within Artificial Intelligence (AI), intelligent systems for scientific domains
have used argumentation for some time (e.g. [5]). However, these applications
have typically involved monolectical rather than dialectical argumentation. More
recently, Mandy Haggith [10] developed a dialectical argumentation formalism
and applied the resulting system to a carcinogenicity debate. However, the pri-
mary focus of her work was on knowledge representation in generic domains of
conflict, and so her formalism is not grounded in an explicit philosophy of science.
Several philosophers of linguistics and argumentation have articulated models of
arguments as dialogue games, e.g. Hamblin [11], Carlson [3]and Walton and
Krabbe [28]. These formalisms, which aim to model differenttypes of dialogues
in generic domains, were not explicitly intended for encoding in intelligent sys-
tems, and they do not in general permit degrees of support forcommitments to
be expressed. Within AI, the work of Amgoud, Maudet and Parsons [2] is closest
in approach to what we are seeking to achieve, although it is focused on generic
dialogues and only between two participants.

Within this tradition, we have proposed a formalism which permits partic-
ipants to make, contest and defend claims, and we call the resulting system a
“Risk Agora” [16]. Moreover, by using labels from uncertainty dictionaries, our
formalism permits participants to express degrees of belief — in claims, in their
supporting evidences, in their modes of inference, and in their consequences. Par-
ticipants could, for example, accept a scientific claim but label it as, say,Plausible,
rather than asConfirmed. As an example of the formal syntax, a debate participantPi could demonstrate her argumentA(! �) supporting a claim�, an argument to
which she was committed with strengthD, by making the dialogue move:

show arg(Pi : A(! �;D)).
How do we represent Pera’s player Nature within this formalism? We have ap-

proached this by making Nature an explicit participant, denotedNature, in the sci-
entific dialogue, but one whose interventions in the debate depend on the progress
of the debate and on the interventions of the other participants. Thus, for instance,
the assessment made byNature of the truth-value (understood in a defeasible
sense) of a claim depends, at any one time, on the type and extent of arguments
for and against that claim previously articulated by the other participants. As ar-
guments for and against a claim are proposed, contested and defended,Nature’s
assignment of truth-values to the claim may change. In this way, we can explicitly
represent scientific uncertainty and the progress of a debate. We are also readily
able to summarize the status of the debate, in terms of the relationships between
the arguments presented by the debate participants.

In addition to representing the relevant scientific debate,the Risk Agora can



potentially assist decision-making in this domain in two other ways. Firstly, the
Agora could be used to consider the consequences of statistical inference errors in
scientific experiments. Normally, such consequences cannot be quantified and so
are ignored in the standard (Neyman-Pearson) procedures used in the bio-medical
sciences for hypothesis testing. This has the effect of making the procedures ap-
pear to be value-free, when in fact they are not. We have presented a case for
using the Risk Agora to design hypothesis tests informed by the qualitative con-
sequences of inference errors in [17].

Secondly, the Agora may assist in the selection of appropriate regulatory op-
tions for potential carcinogens. Decision-making here entails assessment of the
consequences of different regulatory actions, along with an assignment of values
to these consequences. To represent these inside the Agora,we have drawn upon
the Communicative Action theory of Habermas [8], which seeks to understand
how a group of reasonable people may collaborate to reach a common understand-
ing or decision regarding an issue. In his work, Habermas draws on a typology
of speech acts due to John Searle [24], which we have further modified for the
specifics of the risk domain [15]. Our work here also draws on our recent work in
qualitative decision theory in AI [6, 19].2
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