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options in face of new events. Our ability to develop intelligent mobile robots and to deploy them in real-world environments will critically depend on our ability to integrate these two aspects of the autonomousnavigation problem.Today's research on mobile robotics has produced a large number of techniques for robust robotnavigation in real environments in the presence of uncertainty. These techniques typically focus on thenavigation problem, and do not engage in abstract reasoning processes of the type encountered in theabove scenario. On the other hand, research in intelligent agency has resulted in a number of interestingtheories for reasoning about actions and plans. Unfortunately, these theories are typically stated at avery abstract level, and ignore the oddities and uncertainties that arise from operating in a real, physicalenvironment.This paper is a preliminary attempt at integrating results and techniques from the areas of robotnavigation and of intelligent agency. Our two main ingredients are: (i) a theory of intelligent agencybased on the interplay between beliefs, desires and intentions, commonly referred to as `BDI'; and (ii) abehaviour-based robot navigation system grounded in fuzzy logic, called `Thinking Cap'. In what follows,we outline the characteristics of these ingredients that are relevant to this paper, and discuss how we canintegrate them. We also show an illustrative example based on the above scenario.2 The BDI modelIn the past few years there has been a lot of attention given to building formal models of autonomoussoftware agents; pieces of software which operate to some extent independently of human interventionand which therefore may be considered to have their own goals, and the ability to determine how toachieve their goals. Many of these formal models are based on the use of mentalistic attitudes such asbeliefs, desires and intentions. The beliefs of an agent model what it knows about the world, the desiresof an agent model which states of the world the agent �nds preferable, and the intentions of an agentmodel those states of the world that the agent actively tries to bring about.The development of the BDI paradigm was to a great extent driven by Bratman's theory of (human)practical reasoning [1], in which intentions play a central role. Put crudely, since an agent cannotdeliberate inde�nitely about what courses of action to pursue, the idea is it should eventually commit toachieving certain states of a�airs, and then devote resources to achieving them. These chosen states ofa�airs are intentions, and once adopted, they play a central role in future practical reasoning [2, 3].It should be noted that the current popularity of the BDI paradigm in the area of software agents isdue to more than just an anthropomorphic desire to attribute mental states to inanimate objects. On thecontrary, the use of such ideas has strong justi�cation from a software engineering perspective, allowing themodular development of systems by partitioning the information about a domain into di�erent categorieswhich are handled in di�erent ways. In addition, the BDI approach has proved e�ective as the basis ofa number of exacting applications, including the monitoring and control of spacecraft systems [5], andmanaging the ow of aircraft arriving at an airport [6].A major issue in the design of agents that are based upon models of intention is that of whento reconsider intentions. An agent cannot simply maintain an intention, once adopted, without everstopping to reconsider it. From time-to-time, it will be necessary to check, for example, whether theintention has been achieved, or whether it is believed to be no longer achievable [3]. In such situations, itis necessary for an agent to deliberate over its intentions, and, if necessary, to change focus by droppingexisting intentions and adopting new ones.In [15] we started the formal analysis of this problem. In particular we proposed a notion of optimalityof deliberation, which can be glossed as \an agent is optimal if it always deliberates when deliberationwill change its intentions and never deliberates when deliberation would not change its intentions", andshowed that this can be used to develop a formal description of agents which are bold and cautious inthe sense of Kinny and George� [8]. The idea is that di�erent types of environment require di�erenttypes of strategies. In rapidly changing environments it makes sense for an agent to spend a lot of timedeliberating in order to avoid spending time trying to achieve things which have become impossible. Inmore static environments there is much less call for agents to deliberate because once they have adoptedan intention there is only a small chance that the world will change so as to make that intention impossibleto achieve.



3 The `Thinking Cap'The `Thinking Cap' (TC) is a system for autonomous robot navigation based on fuzzy logic which hasbeen implemented and validated on several mobile platforms. A full description of the TC can be foundin [11]. Parts of the TC were previously reported in [13, 12, 14]. The main ingredients of TC are:� a library of fuzzy behaviours for indoor navigation, like obstacle avoidance, wall following, and doorcrossing;� a context-depending blending mechanism that combines the recommendations from di�erent be-haviours into a tradeo� control;� a set of perceptual routines, including sonar-based feature extraction, and detection of closed doorsand blocked corridors;� an approximate map of the environment, together with a positioning mechanism based on naturallandmarks;� a navigation planner that generates a behaviour combination strategy, called a B-plan, that achievesthe given navigation goal; and� a monitor that reinvokes the planner whenever the current B-plan is no more adequate to thecurrent goal.For the goals of this paper, we regard TC as a black box that provides a robust navigation service, andthat accepts goals of the form `(goto X)'. There are however two peculiar characteristics of TC that areimportant here.Firstly, navigation goals in TC are fuzzy: in `(goto X)', `X' is a fuzzy location in the robot's map.(More precisely, a goal is formally de�ned in the TC framework as a fuzzy set of trajectories.) This meansthat a goal in TC can be more or less satis�ed, as measured by a degree of satisfaction, a real numberin the [0; 1] interval. Typically, this degree depends on the distance between the robot and the desiredlocation, but more complex goals may have more complex degrees of satisfaction.Secondly, the `adequacy' of the current B-plan which is monitored by the TC is in fact a degree ofadequacy, again measured by a number in [0; 1]. This degree of adequacy is the result of the compositionof three terms. (i) A degree of `goodness', that takes into account the prior information available aboutthe environment; for example, a B-plan that includes passing through a long and narrow corridor hasa small degree of goodness. (ii) A degree of `competence', that dynamically considers the truth of thepreconditions of the B-plan in the current situation; for example, if a door that has to be crossed is foundclosed this degree drops to 0. And (iii) a degree of `conict', that measures the conict between thebehaviours which are currently executing in parallel. Both the degrees of satisfaction of the current goaland the degree of adequacy are recomputed by the TC at each control cycle (100ms).4 Integrating the BDI model and the Thinking CapOur work is based on the premise that the BDI model and the Thinking Cap represent two ends of thespectrum as far as the mental abilities of an autonomous robot are concerned. The TC can constructplans to achieve a single high level intention (like \go to the lab"), but has little to say about when sucha plan has either failed or should be reconsidered because it might now be impossible to carry out. Incontrast, the BDI model (at least in so far as we have analysed it with respect to intention reconsideration)is only concerned with high level intentions and whether or not they should be reconsidered as its beliefsabout the world themselves change.A consequence of this premise is that it might be pro�table to combine the TC with a BDI architectureof the kind proposed in [15]. Our �rst attempt to integrate these two di�erent systems is to considerthem as separated blocks with a minimal interface between them, as shown in Fig. 1.The BDI deliberator generates high-level intentions of the type (goto X) and sends them to the TC.(In future versions, intentions may include manipulation or observation activities.) The TC receives theseintentions and considers them as goals. For each goal, it generates a B-plan, and starts execution. Italso monitors this execution, and switches to a new B-plan if the current one turns out to be inadequate.



Figure 1: Integration between a BDI deliberator and the Thinking Cap.During execution, it constantly computes the current degrees of satisfaction and of adequacy, as mentionedabove.These degrees are sent back to the BDI deliberator. From the point of view of the deliberator, thedegree of satisfaction measures how much the current intention has been achieved, and the degree ofadequacy measures how much this intention is considered achievable. Di�erently from the standard BDImodel, however, this information is not given by binary values, but by continuous measures. It is theseindicators of the state of the world vis �a vis the current intention which help the deliberator determinewhen it is appropriate to reconsider its intentions.More precisely, the deliberator uses these values in two ways. Firstly, to decide when it is time todeliberate. Two of the possible causes that lead the deliberator to reconsider its intentions are: (i) anincrease in the value of satisfaction; and (ii) a drop in the value of adequacy. Secondly, to actuallydeliberate, that is to reconsider its intentions in light of the new information. Deliberation may involvecomparing the available options, and possibly adopting a new intention which is then sent to the TC.As we shall see below, considering degrees instead of binary values allows the deliberator to take moreinformed decisions.5 ExampleWe report a simple experiment where we execute the potato crisp scenario in a simulated environment.We have used the Nomadic simulator, which includes simulation of the sensors and some moderate sensorand positioning noise. This experiment is meant to illustrate the concepts and mechanisms involved inour integrated approach to robot deliberation and navigation. The successive phases of the simulatedrun are shown in Figures 3 and 4. Fig. 5 shows the values of adequacy and of satisfaction of the currentlyexecuting intention at each moment of the run.Initially, the BDI deliberator considers the new task and decides a strategy, represented by the inten-tion tree shown in Fig. 2 (left). (The details of how this is done are not relevant here; the dots indicatesother intentions, like picking up the crisp, which we ignore.) The deliberator then passes the �rst inten-tion (goto A) to TC, which generates a suitable B-plan for it. In this case there are two possible B-plans,one for each possible door leading to A, and the TC selects the one with the highest degree of (expected)
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Figure 3: Left: Milou has the intention (goto A), but this turns out to be di�cult to achieve, and adoptsthe new intention (goto B). Right: Milou again has the intention (goto A).
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Figure 4: Both previous intentions are ful�lled, and Milou adopts the intention (goto Lab).goodness. Since the TC knows about the low degree of traversability of the lower corridor,1 the selectedB-plan is the one that goes through the main door of A, the one on its left wall. Milou starts executingthis B-plan from the lower left corner, as indicated by (1) in Fig. 3 (left).When Milou arrives to this door (2), the sonars detect that the door is closed. Since one of theassumptions in the B-plan is that the door must be traversable, the degree of adequacy of this plan dropsto 0 (Fig. 5 at about 20 s). The TC notices the problem, generates a new B-plan that goes throughthe second door, and starts executing it. However, this B-plan has a low degree of goodness because itincludes passing through the cluttered corridor. This causes a drop of the adequacy level to a low 0.2.This is soon2 noticed by the BDI deliberator, which reconsiders its options. Since the current intentionturns out to be di�cult (although not impossible) to achieve, and since there is an alternative way toperform the task (Fig. 2 right), the BDI deliberator decides to swich to this alternative way and to reversethe order of visiting the two production lines. Hence, it sends the new intention (goto B) to the TC (Fig. 5at 30 s). The TC generates a new B-plan for this intention and swaps it in. Poor Milou then stops itstravel to the lower corridor (point (3) in Fig. 3 left), turns around, heads to room B, and eventuallyreaches the collection point in front of conveyer belt B.The achievement of the intention (goto B) is reected in the rise of the satisfaction level (Fig. 5 at75 s). This is noticed by the BDI deliberator, which then sends the next intention to the TC: in our case,this is again the intention (goto A). Since the information about closed doors inside the TC is transient,the TC again generates a B-plan for this intention that goes through the main door. Milou �nds its way1Currently, this information is stored in the map; in the future, the robot may acquire this knowledge during exploration.2We add some delay on the adequacy level in order to leave the TC the time to try and �x problems (like the closeddoor) before the deliberator does something.
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(goto A) (goto B) (goto A) no change (goto Lab)Figure 5: Measures of adequacy (top) and satisfaction (bottom) sent by the TC to the deliberator duringthe run. The arrows indicate the deliberation points, and the new intentions generated.from room B, but unfortunately it �nds that the door is still closed (Fig. 3 right). As before, the TCgenerates an alternative B-plan going through the lower corridor and starts to execute it. This producesa drastic drop in the adequacy level, which is noticed by the BDI deliberator (Fig. 5 at 160 s). However,this time there is no alternative option, so the deliberator decides to keep with the current intention,even if it is di�cult to achieve. The navigation functionalities of the TC allow Milou to safely, if slowly,get around the obstacles, and reach the collection point in front of conveyer belt A.The �rst two intentions are now ful�lled, and the BDI deliberator sends the last one (goto Lab) to theTC. Again, the TC tries the main door �rst. This time we are lucky, since someone has actually openedthis door, and Milou eventually �nds its way to the lab, thus completing the mission (Fig. 4).6 DiscussionThe problem of how to integrate the execution of low-level navigation primitives to high-level reasoningprocesses is at the heart of autonomous robot navigation. Several proposals have already appeared inthe literatures that use a BDI approach for this goal. For example, the Saphira architecture [9] uses asimpli�ed version of PRS [4], a computational incarnation of the BDI model, at the higher level, andfuzzy navigation behaviours at the lower level. In that architecture, the PRS system arbitrates the on-o�activation of individual fuzzy behaviours, which are seen as ground level intentions. A similar approachis taken in [7] and in [10], where PRS-like systems are used to arbitrate low-level processes.Our proposal departs from these approaches in the way we partition the responsibilities between theThinking Cap and the BDI deliberation system. We rely on the underlying navigation abilities of theTC to take care of fuzzy behaviour arbitration and blending in a sophisticated way. And we limit therole of the deliberation system to take care of higher level decisions about which overall navigation goalshould be pursued next. This partition allows us to make a better use of the respective powers of theTC and of the BDI level. By passing the adequate performance measures from the lower to the upperlevel we allow the latter to take more abstract, yet still fully informed decisions. We have shown thatthe use of measures instead of crisp values helps the higher level processes to generate the best possibleintentions given the oddities and uncertainties that are inherent in real-world operation. We believe thata careful integration between these two levels in face of uncertainty is pivotal to our ability to deployfully autonomous mobile robots.The work presented above is still preliminary, and should be taken as a feasibility study more thana report of assessed results. Many variations of, and extensions to, the simple ideas presented here arepossible, and their investigation is part of our current work. Firstly, the information passed by the TC tothe BDI level can be much richer. For example, it may include the reasons why a B-plan has (partially)failed, the conditions that would increase its level of adequacy, or indications about the existence ofalternative B-plans and their degrees of adequacy. Secondly, in our framework the BDI level does nothave any way to recognise new opportunities that arise at the navigation level, like an open door thato�ers an unanticipated shortcut. Thirdly, and related to the previous point, we have not addressed theimportant issue of which information about the environment is available to the BDI level. Currently,
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