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Abstract

We proposea formal treatmentof scenariosn
the context of a dialectical argumentdion for-
malismfor qualitatve reasoningabou uncetain
propositions. Our formalismextends prior work
in which argumentsfor and againstuncetain
propositionswerepresenteéindcompaedin in-
teractionspace<alled Agoras. We now define
thenotion of ascenarian thisframevork anduse
it to definea setof qualitative uncetainty labels
for propositionsacrossa collectionof scenarios.
This work is intencedto leadto a formal theory
of scenariomndscenaricanalysis.

1 Introduction

In mary domairs, theabsencef harddataor the presece
of conflicting perceved interestsmakes reachingagree-
menton the quariification of uncetainty difficult. Argu
mentationformalisms have beenproposedfor the quali-
tative represetation of uncetainty in thesecircunstances
Krauseet al. (1995) andhave found application in intelli-
gentsystemsfor examge in medicaland safetyanalysis
domans Carbaim, Robertso, & Lee (2000. In McBur-
ney & Parsong20M), we proposeda formalismusingdi-
alecticalalgumentatiorfor representig andresolvingthe
argumentsfor andagairst uncetain propositions.Thisrep-
resentatiorwas groundedin specifictheoies of rational
human discouse andwas centerd on an electronicspace
for presentatin of aguments which we termedan Agora.
In subseqgantwork McBurney & Parsong200Lb), we ex-
tendecdthis formalismanddemorstratedthatit hadseveral
desirablepropertieswhenusedfor infererce anddecision
making In this paperwe further extendthis framework to
enabledialecticalargumentation under andbetweermulti-
ple circumstanes,or scenarios.

The notion of scenario Schwartz (191) has found
widespreadapplicationin businessforecasting,in public
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policy determimation, andin scientificdomairs. An early
use of the methodsof scenarioanalysismay be seenin
nineteeth-centuy statistical mechanics,where research
sougl to deternine if the propertiesof a physical system,
suchasits entropy at a giventime, depenéd on the sys-
tem’s initial state. Ludwig BoltzmannBoltzmann(1872)
tackledthis prablem by compaing the given systemto a
collection of alternatve, imagirary systems eachhaving
differentinitial condtions — i.e., whatwe would now call
scenarios. By doing so, he could potentially assesghe
extentto which the systemproperty of interestwasinde-
penantof theinitial systemstate.JosiahW. GibbsGibbs
(19) formalized theconcep of a collectionof alternatie
systemswith his notion of ensemblgatermwe alsouse.

Perhapshemostimportart andcompgex recentapplicatian
of scenaricanalysishasbeenin the work of the Intergov-
ernmatal Panelon Climate Change(IPCC) McCarthy et
al. (200J), theUN ageng tasledwith assessinthecurrent
and possiblefuture statesof the world’s ecosystemand
with consideing andrecanmendng appopriateenviron-
mentalreguatory policies. In this domain, scenaricanaly
sishasbeenusedfor scientificmodding andpredction, for
the modelingof socio-ecaomic varialdes and conditians,
andfor theassessmemtdf proposedreguatory policiesand
targes Carter& others(2001).

Despitetheir widespreadise however, thereappeas to be
no formal theoly of scenaris or scenaricanalysis. With-
out a formal theoly, mary questios remainwithou rig-
orows answersg.g.,How shouldscenariode constitute@
How mary scenarioshouldbe corsidered? How shoud
individual scenariode analysed?How shoud ary differ-
encedn thelikelihoad of occurenceof different scenarios
be represeted? How shouldtheir relative importarce be
represeted? How shouldreasoningbe undetaken across
a collectionof scenaris, or multiple collectiors of scenar
ios? In the absencenf a formal theory of scenariost is
difficult to assesshe validity or reliability of ary particu
lar applicdion of scenaricanalysis, for examge, the mary
analysegeneratedby the work of the IPCC Carter& oth-
ers(200]). Moreover, becageno computationaltheoryof



scenariog/et exists, applicationof scenaricanalysisin in-
telligentsystemss limited.

The longterm aim of the researchrepoted hereis a rig-
orouws, formd, compuationaltheoryof scenarios.In this
paper we take aninitial steptowardsthis aim, by corsid-
ering onetype of scenariothosebasedon dialecticalar
gumentationsystems.In Section2, we review our model
for qualitative inferencein uncertaindomairs, which uses
dialecticalargumentationto represenconflicting ambigu
ous or contestednformation. Section3 definesour no-
tions of scenaricandensemte, while Section4 considers
thequestionof whentwo scenarie maybeconsideeddis-
tinct. Section5 thenconsides how mary obserationswe
needto take for ary debatein orderto estimateits long
termposition herewe prove whatwe believe to be anim-
portart theorem Propgition 4, which saysthat the most
recentsnapshbof a delateis atleastasgoad, in a precise
senseasary combination of earliersnapshts. In Section
6, we consicer the the assignmenof uncetainty labelsto
uncetain propositionson the basisof their agumentatio
statusin a collectionof scenaris. This is illustratedwith
an exanple in Section7 andthe papercondudeswith a
discussiorof relatedwork in Section8.

Onepossibleresponsdo theseproposalsis that scenario
analysisis unrecessaryin an agumentationcontet, be-
causetheseframavorks have beendeveloped preciselyto
represehconflicting or uncetain information, andto re-
solve ary incorsisteng in theresultingconclusios. Such
a view is mistalen. In a typical apgication, we are not
merelytrying to decide whetherthe possibleargumentsfor
somegivenclaim are,on balane, strongeror wealer than
the agumentsaganst it; we arealsotrying to identify the
circumstance@heassumptionandallowedrulesof infer-
ence)underwhichamumentsexist for or agansttheclaim,
andthe circumstanceunde which thoseargumentsfor it
are stronge thanthoseagainstit. To do this rigorously,
we needto clearly demarcatahe setsof possiblecircum
stances— i.e., the scenaris — from one andher andto
comprethem.

2 Dialectical Argumentation

In this sectionwe briefly summaize the Agoraframework
for the qualitative represetation of uncertaity presentd
in McBurngy & Parsors (200Q 2001). In this frame-
work, agumentsfor andagainstclaims arearticulatedby
participaits in an electronicspace calledan Agora, with
claimsexpressedasformuaein a propositionallanglage.
By meansof definedlocutiors, participats in the Agora
canvariously posit,assertcortest,justify, rekut, uncercut,
qualify andretractclaims,justashappe@sin realdiscouse.
For examge, adebateparticipan P; coulddemorstrateher
agument A(— 6) suppeting a claim #, an algumentto
which shewas comnitted with strengthD, by meansof

thelocution

show_arg(P; : A(— 6, D)).
Therulesgoverningthe useof eachpernitted locutionare
expressedn termsof aformal dialogie-gane betweerthe
participants Hamblin (1970). We assumehat the Agora
participantsbegin a debatewith asetof agreedacts,or as-
sumptiors, andan agreedsetof infererce rules. Because
we want to model mary forms of reasoing, theserules
neednot be dedictive and may themseles, in our Agora
formulation, bethe subjectof argument.

We demastratedthe use of this framework for the rep-
resentatiorof uncertaitly by defininga setof uncertairy
labelsassignedo claimsonthebasisof theargumentspre-
sentedor andagainsthemin the Agora. Essentiallyone
couldsaythatclaimshave morecredibility (andhene less
uncetainty) the fewer and the wealer are the arguments
agairst them. While ary setof labelscoud be so defined
we drew on earlierwork in agumentationKrauseet al.
(19%) anddefinedthe set: {Accepted, Probéble, Plausi-
ble, Supprted,Oper}, with theelementdistedin decreas-
ing orderof certainty For example a claim wasregarded
as Probabe at a particdar time if at leastone consistent
argument had beenpresentedor it in the Agora by that
time, but no argumentsfor its negaion (rekuttals) nor for
thenegationof ary of its assumptioa (undercutshadbeen
presentedyy then. We defineda claim aswell-defendedt
agiventimeif therewasanargumentfor it atthattime and
ary reluttalsor undecutshadthemselesbeensubjectto
courter-rehuttalsor to undercuts. Acceptedclaimsat ary
time weredefinedasthosewhich arewell-defendedat that
timel

As agumentsfor andaganstapropdaition arepresentedo

the Agora, the statusof a proposition mayrise andfall: a
claim consideed Probalie at onetime may be only Plau-

sible later, andthenbe Acceptedateragain. We therefae
definedthe truth-valuation of a claim 8 at time ¢, denotel

v¢(0), to bel if § hadthelabel Acceptedht this time, oth-
erwiseit was0. Sucha valuationsummaizesthe knowl-

edgeof the comnunity of debateparticiparts at the partic-
ulartime, sinceit incorpaates via thedefinitionsof thela-

bels,all theamgumentsfor andagairst § articulatedto that
time. Consegeantly, assessinghe truth-stats of a claim
at a particulartime canbe viewed astaking a snapshbof

an Agora debate.Of course becausehesedefinitiors are
time-degndem, andargumentsmay be articulatedin the
Agoraatary time,suchanassignmetof uncetaintylabels
andtruth valuaion mustbe defeasible.Claimsacceptedt
onetime maybe overturnedat anothe, in thelight of new

informationlearntor argumentspreseted subsegently.

In usingthe Agora framework to represenuncetainty, at-

1Theselabelsareassignedn the basisof the agumentspre-
sentedby all participantsin the Agora; thus, individual partici-
pantsmay not agreewith ary label assignmentsincetheir own
argumentswill typically only be a subsebf thosepresented.



tentionwill focus on the truth valuationfunction over the
long+un2 Thesequencév;(9) | t = 1,2,...) mayor may
notcorvergeast — co. Supmsethatit doescorverge,and
dende its limit valueby v (). Whatwill thevalueof a
snapshttakenattimet, namelyv, (), tell usabou v, (6)?
Of couse, sinceary finite snapshotisks beirg overtaken
by subsegantinformationor aguments,we canna infer
with completeaccurag from thefinite snapshoto thein-

finite value However, we have shavn McBurney & Par

sons(2001b)that, uncer certainconditiors, we canplacea
bourd on the likelihoodthat suchaninferene is in erra.

The conditims essentiallyrequire that: (a) the snapshbis
taken at a time after commewementsuficient for all the
argumentsusingthe initial information to have beenpre-
sentedand(b) thereis a bound onthe probability thatnew

information arisesfollowing the snapsht This resultis
proved asProposition7 of McBurnegy & Parsong2001),

whichwe repralucehere For this, we first needsomedef-
initions.

Definition 1: We write LE, for the statement!The func-
tion v;(6) corvergesto afinite limit ast — co.” We also
write A} ¢ for the statementNew informationrelevart to
0 beconesknown to anAgoraparticipantaftertime ¢.”

In generalatary time s, we donotknow whethemew evi-

dencewill becomeavailableto Agora participantsatalater
time ¢ or not. Consequetly, thevarialdes X, ¢, for ¢ notin
the past,represenhuncatain everts. Also uncertén for the
samereasorarestatementsonerningthe future valuesof
v¢(0) for ary 0. Becausdheseeventsareuncertainwe as-
sumetheexistenceof aprobalility function over themii.e.,
areal-valuedmeasue function mappirg suchstatementso

[0, 1] which satisfiegshe axiomsof probability.

Definition 2: Pr(.) is a probablity function definel over
statementsf theform &, y and statementgoncerring the
valuesof v, (), for anyformulad.

Proposition 1: [Proposition 7 of McBurney & Parsons
(200Lb)] Let# beaformulaandsupposé¢hatall arguments
pertainirg to # andusingtheinformatian available at com-
mencemenare articulated by participants by sometime

s > 0. Suppsefurtherthatv,, () = 1 for somet,, > s.

Also, assumethat Pr(X;,, o) < €, for somee € [0,1].

Thenthefollowing inequdities hold:

Pr(LEy and vo(0) =1|v,, (0) =1) > 1 —e.

Pr(LEy and vo(0) =0 | v, (0) =1) <e. O

Like the standardNeymanPearsonproceluresfor statis-
tical hypothesistesting, this propasition provides us with
someconfidertein our useof finite snapshotso make in-
feren@sabou the long-run truth-valuation function for a

2Strictly, we areassuminghroughait thattime in the Agora
is discreteandcanberepresetedby a countably-infiniteset.

debate. While suchinferene is not deductively valid, at
leastits likelihoad of erra may be bourded? In the sec-
tionsbelow, we will be compaing theresultsof debatesn

morethanone Agora. We therebre assumeahatwe have

a single probability function Pr definedacrossall the rel-

evantstatementsWe will alsoindex symbds with supef

scripts(*,2, etc) to dende the Agorato which they refer

We next definethe coneptof Scenaio.

3 Scenariosand Ensembles

The framewvork we have just outlinedprovidesa meansto
represehthe diverseargumentsthat may be derived from
a givensetof assumptios, by meansof a given setof in-
ferene rules(dedctive or otherwise) If we wereto start
with a different setof assumptios, and/a permitthe use
of differentinferencerules,the amgumentspresentedn the
Agoracouldwell bedifferert. As aresult,the uncertairy
labelsandtruth values assignedo formulae couldalsobe
different, both when taken at finite snapshotsandin the
limit. Eachcollection of alternatve setsof assumptions
andinferenceruleswe call a scenaripwhich we defineas
follows:

Definition 3: A Scenariofor a givendomainconsistsof
a set of assumptios and a set of inferencerules, with
which participarts are equippedat the commencemerof
an Agaa debde over propositiors in that dorrain. We de-
notescenariosfor a givendoman by S',S2,. .., etc. For
ead scenario,S¢, an Agora debde undertalen with the
assumptiosandinferencerulesof thatscenariqis saidto
betheassociatedAgora, dended.A¢. We assumenly one
debde is condictedin associatio with any scenario.

Becausawve wish to reasonacrossmultiple scenariosye
alsodefine

Definition 4: An EnsembleS is a finite collectinn of dis-
tinct Scenaris {S!,...,S8™} relating to a commondo-
main. We assumethat, associatedwith eath scenario
St € S, is a real-nunber, a® € [0,1], called its sce-
nario weight Wecall @ = (a',a?,...,a™) theensemble
weightsvectorof S.

We do not assumehe weightssumto unity acrossthe m
scenariosalthoudn they maydo so. Theweightsmayvary
with time, but, if so, we assumehat their assignmento
scenarioss indegenden of the dialecticalstatusof claims
in the correspondig debdes. This assumptioris madebe-
causehe assignmenof weighs to scenarioshouldbe on
thebasisof charactestics of thescenarioshemseles, not
onthebasisof agumentsivhichensueor dorit ensuen the

*0Onemayobjectthatwe cannever know thevalueof e. While
thisis true, participantsn a debateareoftenquitewilling to pro-
vide subjectve estimatedor suchprobalility bounds. Scientists,
for example,will oftenestimatethe chancethatnew information
will emegein futurewhichwill overturnanestablishedheory



associated\goradebates.

What interpretationwe give to the weightsdeperls upm
the meaning we give to the logical languae, to the sce-
nariosand to argumentsfor claimsin the correspndirg
Agoradelates. For example the assumptias andclaims
may repesentobjectsin the physicalworld, andthe in-
ferene rulesphysical manipuationsof theseobjects,such
as actualconstructio of new objectsfrom existing ones.
Scenaris canthus be interpreted as differert setsof re-
sourcirg assumptios, with claimsbeingwell-defendedn
an Agora debatewhenthe objectsthey repesentareable
to be constructedvith the assumedesouces. In this in-
terpretatio, the weightsattachedo scenaris may be the
relative costsor benefitof differentresource, or theirlik e-
lihoods of occurence.A secondnterpietationcoud arise
wherethe scenaris represenalternatve setsof rules of
procalurefor interaction betweena grow of participants,
for exanple,in alegd domainor in automatechegatiation.
Heretherulesof inferencemay represendifferert allow-
ablemodes of reasoningsuchasreasonig by analogyor
from authaity. The weightsmay repiesentthe extert of
compianceof eachscenarionith somesetof principlesof
rational discouse, suchas thoseof Hitchcock (191), or
with somenomative econanic or political theoy. Finally,
athird interpretationwould have the scenariosisdifferent
descriptimsof someuncetain domain, for exanple differ-
ent scientifictheories, with propositionsbeingstatements
abou thedoman, andtheinferercerulesrepreseting dif-
ferentcausalmeclanisms. The scenariowveightscould be
relative likelihoods of occurence or valuaions of relative
importtanceor utility. Thisthird interpretatio is theonewe
will consideiin this paper

4 Comparing Scenarios

4.1 Comparingtwo long-run debates

Our definition of an Ensemblesaysthat the scenariosn-

cludedmustbe distinct. We requre this sothatwhenag-
gregating acrossscenariosve do not engaye in “double-
courting” of separatescenariosvhich arereally the same.
Whenaretwo scenarioshesameDhviously, we maycon-
siderthemto be the samewhenthey have identicalsetsof

assumptios andinfererce rules. But two scenarig iden-
tical in this fashionmay resultin very different Agorade-
bates asdifferentargumentsmay be presentedn each,or

the sameamgunentsmay be presentd at differert times.
It is not cleat therefae, thatidenticalscenarioswill lead
to identicalassignmentsf truth-labels,evenover thelong-

run; we shav that,undercertaincondtions, they will doso.
Throughaut this sectionS! andS? will betwo scenario®f
interestand.A! and.A? their associatedgora debates.

Proposition2: Letd bea claim. SupmsethatS! and S?
are identicd scenariosj.e., they haveidenticd setsof as-

sumptios and identicd setsof inferencerules. Supmse
that in the corresponihg Agora debates,A! and .42, all

possibleargumers basedon the initial assumptias and
usingtheinferencerules are eventually articulated. Sup

posefurther that no new informationis presentedo either
debde following commenement.Then,the long-run truth

statusof § in eat detateis thesame

Outline of Proof: Giventhepremisestheonly waythetwo

debatesvill poterially differwill bein theorderthatargu-

mentsarearticulated. But if all algumentsareeventually

articulatedthenaftersomefinite time nofurtherarguments
will be presetedin eitherdelate. The definitiors of the
truth valuaion functionsin McBurney & Parsong(200Lb)

depemw only the agumentswhich have beenpreseted at
ary time, andnottheir order of presentationThe proposi-

tion follows. O

If we relax the assumptionthat no nev information ar
rivesin eitherdebateour conclusionacquiresa prokabilis-
tic qudification. While this does not guaanteethat two
identical scenarig alwaysleadto identicallong-tun truth
assignmentst doesbouwnd the likelihoad that suchis not
thecase.

Proposition3: Let#, S' and S? be as befoe. Suppse
there exist upperboundse? € [0, 1] for the probability that
new informationarrives after commenamentin debde i,
i.e., that Pr(X§ ;) < €, fori = 1,2. Thenwehave:

Pr(vl (0) =v2 (0)) >1—¢€' — €.

Outline of Proof: By the previousresult,thetwo long+un
assignmentsf truth to § areonly differentif oneor other
debaterecevvesnew information. The prabability thatthis
occus is lessthanor equalto the sumof the protabilities
that eitherdebatereceves new informationlessthe prob-
ability thatthey bothdo. This latter event hasprabability
greaterthanor equalto zero,andtheinequality follows by
algebric manipuation. m|

4.2 A decision rulefor scenario comparison

We now provide adecisionrule for deternining if two sce-
nariosS! andS? are the same. This decisionrule clas-
sifiesscenarig into two classes|abeleddistinctandnon
distinct The rule proposedfor deternination of distinct-
nessof scenariosiseswo criteria(in orderof applicatior):
(a)whetheror notthetwo scenarig haveidenticalassump-
tions and inferencerules; (b) in the casewhere they do,
whetheror noteitherscenarias judgedto haveahighprob
ability of receving new information.

Casel: S' # &%, Concludethatthe two scenaris are
distinct

Case2A: S§' = 8% and Pr(&y,), Pr(X; ,) both small.
In this casethelikelihood of new informationarising



in eitherscenarids smallandPropositiorn3 allows us
to infer that vl (8) = v2 () with high prokability.
Concluct thatthetwo scenariogrenon-distinct

Case2B: S = &2 and one or both of
Pr(Xg,), Pr(Xy ) large. In thiscasethelikelihoad
of new information arising in at least one scenario
is large and thus, Propgition 3, it is unlikely that
vl (6) = v, (8). Concluck thatthetwo scenariogre
distinct*

In the first case,wherethe two scenarioshave different
premisesand/orinfererce rules, we classify themas dis-
tinct. Two suchdistinctscenariospf couse,mayresultin

the sameargunentsbeingpreseted in both scenaris af-

ter somefinite time. In the othertwo caseqCase<A and
2B), wheretheuncerlying assumptionandinferencerules
arethe samein the two scenariosPropaition 2 saysthat
the long run truth assignmentsor ¢ in the correspndirg

Agoradebatesif they exist, will beidentical,providedno
new informationis preseted in either Agora debatefol-

lowing comnmencemet If new informationis presented
thenPropositior providesabourd for the probability that
the long+un truth assignmentsre the same,in termsof

the probailities of new informationbeingreceved. In the
case(Case2A) whentheseprobabilities arebelievedto be
small, the two long+un truth assignmentsire mostlik ely
identical,andwe can classify the two scenariosas beirg

the same.In the othercase(Case2B), whereoneor both
probabilitiesarelarge, we classifythetwo scenariogsnot
thesame.

Note that, althowgh underCases2A and2B we are mak-
ing inferercesabou thelong runtruth assignmets, v L (6)
andv?,(9), theseinferencesarebasednly ontheprenises
andinferencerulesusedandassessments the probability
of new informationbeingreceved aftercomnencemenof
theassociated\gora debatesTheseinferencesandhence
this classificationdo not depenl on the progessor status
of the debategdhemseles. In otherwords, our classifica-
tion of scenaris is not basedon the outpu of the debates
condictedunde thescenarios.

5 Observing Agora debates

What may we feasibly obsere abait an Agora debate?
Firstly, we couldtake a snapshoat a particularfinite time
aftercommerement.Or, seconty, we couldtake a num
ber of suchsnapshotsOr, thirdly, we could examne the
actualargumentsusedin a detatefrom commeicementup
to a particulartime. In thefirst subsectiorbelon, we shov
thattaking the mostrecentsnapshots at leastasgoodan
indicata of the long run statusof a debateas ary other

“Note thatthe meaningsof “small” and*“lar ge” may be do-
maindeperment.

combhbnationof earliersnapshotsin otherwords,we need
only take onesnapshoto captureall theinformation avail-

ablein adebde. In thesecondsubsectiomwe considethow

we maycompareasnapshbfrom onedebatewith thatfrom

anotter. Thethird apprach— consideing the aguments
themseles — we leave for anotler occasion. As before,

we dende thelong+untruth statusof aformua @ in debate
i, if thislimit exists,by v_(0) = lim;_, o, v}(#). Thesub-
sectionswhich follow will discusdfinite estimatorof this
long+unvalug estimatorsve deroteby 4% _(6).

5.1 Observing adebate

Suppaethatwe have multiple snapshotef a debatej.e.,
for a debate4 we have a sequene of obserationsof the
truth-statusof 6: vy(0),v2(0),...,v,(0). Thesevalues
areall eitherzeroor one,andeachis an estimatefor the
longun truth statusv, (6) of 8. Givensuchmultiple es-
timates, there are a nunber of ways we could combire
themto prodicea single estimateof v, (), for exanple:
(a) The mean, which s the sumof the obsered snapshot
values,divided by n; (b) An a, 8-trimmed mean, which
is the meancalculatedafter first rankng the obsenations
in ascendig order andthendeletinga % of the obsena
tions at the lower endand 3 % at the upper end Huber
(1981). For instance,we may deletethoseat the begin-
ning of the sequencepn an assumptiorthat early values
of v (6) will oscillateasall therelevantargumentsarepre-
sentedo theAgora;(c) the mode, themostcomnonvalue,
i.e., whichever of 0 or 1 appeas mostfrequentlyin then
obserations;etc.

However, eachtruth-valuationw, is definedin termsof the
argumentspresentedo the Agoraupto time &, so,in some
senseeachobsenation summarizesll theinformationrel-
evantto 6 upto andincluding thetime theobserationwas
made.We shouldtherefoe expectthefinal obsevation,v,,
to containthe mostinformation, andsoto be the bestes-
timator (in somesense)of the long-run value,v,.> This
is indeedthe case,as the following theoremshaws. For
simplicity, we omit 8 from the notation

Proposition4: Letwvy,vs, ..., v, beasequencefn snap

shotvaluesconcernirg 0 takenfroma debde 4. Supmpse
thelimit vy, = lim,,_, o, v, exists. Let 3,, bethe estimator
of vy, usingonly thefina observationn sud a sequence
Further, let ¢}, be any estimatorof v, basedon thesen

observatios which convergesto a finite limit asn — oco.

Then:

lim Pr(|6n — voo| < |0 —veo|) = 1.
n—oo

Proof. We prove this by contraliction. If theresultdoes
nothold, thentheremustexist e > 0 suchthat:

lim Pr([on — veo| > |05 — voo|) = €
n—oo

®Notethatthefinal obsenationisitselfana, S-trimmedmean.



Then, there must be infinitely mary m suchthat |6, —
Voo| > |0}, — veo|. Sincethesequencef final valuesv,, is
a sequene of zerosor ones,andit corvergesto v, then
for eachof thesem, we have oneof two cases:

[veo = 1:] By thestrictinequality, we musthave v,,, = 0.
[veo = 0:] Likewise,we musthave v, = 1

But this happasfor infinitely mary valuesm, which con-
tradictstheassumptiorthatv,, corvergesto vy . O

Thisresultshavsthatthefinal obsevationof asequencef
shapshts is at leastasgodd, in thelong run, asary other
convergent estimatorof v, basedon this sequence We
therefae needonly considerthe mostrecentsnapshoin

ary assessmemf thetruth statusof a claimin adebate.

5.2 Comparing two debates

We now corsider the compaison of two Agora debates,

undetaken underdifferent scenarios by meansof finite

snapshts of eachat a particulartime ¢ after comnence-
ment. Eachsnapshoty(6), will give usanassessmeruf
the long-term truth-statusof a claim 6 in eachdebateA?,

fori = 1,2. Thatis, we setd’_(6) = v}(6). Propositionl
tells usthatwe canbourd the prokability of errorin infer-

ring from thefinite estimatei_ () to thetrueinfinite limit

valuewv?_(6). Canwe alsobouwnd the protability of errar

wheninferring from acompaisonof thefinite values?The
next propasition providessuchbounds.

Proposition 5: Let § be a formula, and let A!, 4% be
two Agora debdes associatedwith scenariosS*, S? re-
spectively Suposethat, in detate A* (i = 1,2), all ar-
gumetts pertainingto # and usingthe information avail-
able at commenementare articulated by participants by
sometime s; > 0. Suposefurther that there is a time
m > maz(s1,s2), sud thatv! (§) = v2 (). Also,as-
sumethatthere existe;, €2 € [0, 1], possibledepeenton
m, sud thateach Pr(X}, ;) < e;. Thenthefollowing four
inequalities hold:

1.

"U

(LE} and LE? and vl (0) = v (8) |
10)=v20)) > 1—¢€ —e.
(LEj and LE} and v, (0) # vZ,(8) |
vl (0) = v2(0)) < €1+ €.
(
m
(
m(

r

@

N
L U

P

3. Pr(LE} and LE? and v} (6) = v%(6) |
0) 75 v2(0)) < €1 +e.
4. Pr(LE} and LE} and vl (0) # v2,(6) |

vp(0) # V() 2 1-ea —e.

Proof. Argumentssimilarto Propaition 3. O

Usingsimultaneosfinite snapshts of two debats to make
aninferenceaboutthelong+un truth-statusof aformua is

aprocessproreto error Thisresultsaysthat,undercertain
circumstages, we can bourd the prabability of sucher
rors. The“certaincircumstaces”relateto thetiming of the
snapshts — which mustbelong enowgh into the two de-
batesfor all theargumentsbasedn theinitial information
to have beenpresented— andto the probabilities of new
informationbeingpresentedo eachdebatesubseqgantto
the snapshotdeingtaken. As onewould expect,the erra
bourdsarefunctionsof theseprababilities ®

In proving this result,we have not assumedhat the event
of new information being preseted to one Agora debate
is indepenlentof new informationbeingpresentedo the
other If we wereableto make suchanassumptia, ourer

ror boundswould be tighter, with the producte e, adde
to the right-hand side of the first and fourth inequalities
and subtractedrom the secondandthird. Independerce
of thesetwo eventsis a function of how “distinct” arethe
two scenarig. Scenarig in the samedomain which are
very similar arelikely to experiencenew information con-
currerily; participantsin thecorrespadingdelatesarealso
likely to make similar assessmentsf therelevanceof such
new information.

6 Reasoning across Scenarios

Scenaricanalsis is typicdly usedto answeroneor more
guestios aboutanapplication domain. Usersmaywishto
know whethersomeproposition 8 is true uncer ary sce-
narioat all, e.g.,Is 8 possible?If it is possible they may
wishto thenknow theproportion of scenariosn whichthis
isthecaseg.g.,Howlikely is §? Indeed in theextrene all
scenarioswill be consideed in orderto answerthe ques-
tion, Is 6 inevitable? Guidedby thesequestioms, we now
defineasetof qualitative labelsto expressthetruth statusof
aclaim @ acrosanultiple, distinctscenaris. To dothis,we
assumehrowghot this sectionthat we have an ensemble
S = {8, 82,...,8™}, eachS? with anassociatedgora
debateA?, andwith associatedcenarioveighta®. We as-
sumed is someuncetain propositionand we derote the
truth valuation of @ in AgoradebateA? attime ¢ by v} (),
fori=1,...,m.

Definition 5: Givenanensemble anda propasitiond, we
defirethe Ensemblesupportfor 8 attimet by

S - Z;n:1 a'vy (0)
my (0) = ==m— -
- Zi:l a

0ne could also view eachsequenceas arising from a ran-
dom proces, and so view the comparisonproblemas a test of
an hypothesis that the two sequencesre governedby the same
probability distribution. Becausehe form of the distributionsis
not specified,the appropiate testwould be nonparanetric, e.g.,
theKolmogorov-Smirnor two-sampleestGibbons(1985. How-
ever, the asymptaic theoryfor even thesetestsrequiresthat the
underlyingdistributions be continuousandthat the two samples
bedravn independatly. Neitherassumptions appropiate here.



Givenafixedrealnumtere € (0, 0.5), we now definevar
iousclasse®f suppot, asfollows:

f is said to be Inevitable at time ¢ precisely when
mg (9) = 1. This classof propositionsis denotel
Arg.

6 is saidto be 100(1 — €)%-Certain attime ¢ precisely
whenm$ (8) > 1 — e Thisclassis dended.A; ;.

0 is said to be Probable at time ¢ precisely when
mg (0) > 0.5. Thisclassis denoted4 p,.

0 is saidto be 100€%-Possible at time ¢ preciselywhen
my (0) > e Thisclassis denotedA. ;.

0 is saidto beOpen attimet if it is awell-formedformula
of thelogical langwageover which Agora debatesre
condicted.This classis denotedAo ;.

Following from thesedefinitions,we have aninclusian hi-
erarcly ontheseclasse®f prapositions:

Proposition6: For afixede € (0,0.5) andtimet,
A CAi_et CApr C Ay C Aoy o

We canthenassignqualitative labelsto any propositiond
accordng to which of thesesetsit belong to. Note that
in ary oneAgora delate,agumentsmay be preseted for
bothéd andfor -6, and,indeedjt is possibleor bothpropo-
sitionsto be well-deferdedin the samedebatesimultane-
ously’ Thus it is not necessarilythe case,in this frame-
work, that thereis ary complenentarity betweenthe un-
certaintylabelassignedo a proposition8 andthelabelas-
signedto its negaion; both propositionsmay be assigned
Probabe, for examge, or both75%-Certain depenthg on
theargumentswhich suppat them.

7 Example

Given spacelimitations, our examge is very simplified,
andreally only illustratesthe concep of assigningunce-
taintylabelsacrossanensemblef scenario$ We considr
the situationfacing an intendng operato of global mo-
bile satellite-basedelecomnunicatiors services(GMSS)
in 1990 McBurney & Parsons(20®). Demandfor these

"This is essentiallybecase eachclaim may be defendecby
amgumentswhich do not attackeachother An interestingques-
tion is under what circumstanceshe EnsembleSupportfunction
satisfieghe axiomsof probalility. We conjecturethatthisis soif
the attackrelationshipbetweenargumerts only permitsrekuttals
and not underaits, therebyensuringthat every agumentwhich
attacksa claimis alsoanargumentfor its negation.

8In particular we do notillustratetheworking of theargumen-
tation apparatusover time within the Agora debateundereach
scenariosincethisis presentedn McBurney & Parsong2001b).

serviceswas predcted to depenl heavily on the extentto
which terrestrialmobile comnunicatiors serviceswould
expard, bothin termsof custome numbers andthe geo-
graphc areaundercoverage. One could imaginea num
ber of scenaris for the future, under eachof which there
would be argumentsfor andagairst the claim thatdemaral
for GMSS would be large. We consideran ensembleof
threescenaris, which canreadilybe seento bedistinct:

Scenario 1: Terrestrial mokle services expand rapidy
and custoners wish to usetheir phae everywhere,
both inside and outsideterrestrialcoverage. Argu-
ment: Large nunbersof terrestrialcustomes leadsto
highdemandor GMSSoutsideterrestrialcoverage.

Scenario 2: Terrestrial mokile services expand rapidy
andcustomes arehappy with theterrestrialcoverage,
not wishing to useit outside. Argument: Large ge-
ographic coveragefor terrestrialservicedeadsto low
demard for GMSS,asmostof theworld hascoverage.

Scenario 3: Terrestriaimobileservicesdo notexpard, but
customes wish to usetheir phane everywhere,both
inside and outsideterrestrialcoverage. Argument:
Smallgeogaphicterrestrialcoveragemeanshigh de-
mandfor GMSS.

Recallthatscenarionveightsareassignedndependentlyof
the argumentsunde eachscenario;assumehis ensemble
hasaweightsvecta of thelikelihoods (0.7,0.7,0.3). Sup-
posee = 0.05. Let 8 bethe claim: “GMSS experiences
high demand Thee are well-deferded argumentsfor 6
in Scenariod and3, which have respectie weightsof 0.7
and0.3. Thuswe cansaythaté is 5%-Fossible Since
(0.7 + 0.3)/(0.7 + 0.7 + 0.3) = 0.59, we canalsocon-
cludethaté is probabe, but not thatit is 95%-Certain or
Inevitable. We have thusassignedan uncertaity labelto
the proposition #, on the basisof its agumentationstatus
within eachscenaricandtaking into account the assumed
relative weightsof eachscenario.

8 Discussion

Despitetheir widespead use, thereis as yet no formal,
computationaltheory of scenariosand scenarioanalysis.
In this paper, we have comnencedwork on sucha theoy
for scenaris which describedelatesover uncetain propo-
sitions. In our formdism a scenariois a setof specified
premisesand infererce rules, which participantsto a de-
bateuseto enga@ein argument. We have presentd a rule
for deternining whethertwo suchscenarig aredistinctor
not, basedonly on their respectie prenmisesandinfererce
rules,andon estimatef the probability thateachdebate
will receive new informationin the future. We have also
shawn that, whenusingfinite snapshot®f a debde to es-
timate the long-run truth statusof a proposition, it is suf-



ficient to usethe mostrecentsnapshy this is at leastas
good (in a precisesense)as using earlier snapshts. We
thendefineda setof qualitatve uncetainty labelsfor the
truth statusof claimswhendebateshave beenconducted
unde multiple, distinct scenarig. Theselabelsprovide a
meansto aggrejate acrossthe scenaris in a formal man-
ner Assigningweightsto the scenarios— for exanple, to
representheir relative protabilities of occurence— en-
ablesthe aggegatelevel labelsto be usedto predictthe
truth-statusof claimsin theworld beyond the debates.

The work presentechereis novel. The closestwork we
havefound usedcellularautomatdo defineamathenatical
theoryof computer simulationsBarrett& Reidys(199),
but this work hasnot yet considerednfererce from a col-
lection of simulatiors. Our use of multiple simultaneas
debategscenains)is conceptally similarto otherworkin
Al usingmultiple possiblevorlds. For exanple,in theEnts
modée of beliefof Paris& Vencosska(1998), anagentsbe-
lief in aclaimis determired by imagiring possibleworlds
in whichtheclaimis deciced, eithertrueor false,andthen
belief in the claim is setequalto the proportion of possi-
ble worldsin whichit is true. In this modd, the possible
worldsareassume@qui-pobable Thisis alsoafeatue of
themodel of Bacchuset al. (199%), which assignslegrees
of belief to propositionson the basisof the praportion of
possibleworlds in which thereis evidencefor them. In
contrast, our apprachallows scenaris (possibleworlds)
to beweighteddifferentially. Moreover, our appoachpro-
videsamecharsm for decidingthetruth-statusof proposi-
tionswithin in eachscenariothatof McBurrey & Parsons
(200Lb). Within Al, scenaris have alsobeenused,e.g.,
asalternatve possibleexplandionsin probailistic causal
influen@ modelsHenrian & Druzdzel (1991).

Onecriticism of the frameawork above is the possiblesen-
sitivity of corclusionsto the particularweightsassignedo
scenarios. In future work we will seekto formalize the
processof assigningensemke weights,andto extendthis
overall approa&h beyond argumentation contexts. Poten-
tial applicatiors will theninclude intelligentsystemso aid
decisionmakingin environmentaldormains McBurney &

Parsonqg200Lla),andassessmetmf scenari@analysidn the
climatechang arena.
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