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Abstract. One approach to agent communication is to insist that agentsnly
send messages, but support them with reasons why thosegessse appropri-
ate. This is argumentation-based communication. Thistehdpoks at some of
our work on argumentation-based communication, focusingssues which we
think apply to all work in this area, and discussing what wed &re the important
issues in developing systems for argumentation-based coication between
agents.

1 Introduction

When we humans engage in any form of dialogue it is naturabfto do so in a
somewhat skeptical manner. If someone informs us of a fatttk find surprising, we
typically question it. Not in an aggressive way, but what Imige described as an in-
quisitive way. When someone tells u$ Is true”—whereX can range across statements
from “It is raining outside” to “The Dow Jones index will cantie falling for the next
six months”—we want to know “Where did you read that?”, or “8¥imakes you think
that?”. Typically we want to know the basis on which some ¢ugion was reached.
In fact, this questioning is so ingrained that we often pnéseformation with some
of the answer to the question we expect it to provoke alre#tdglzed—"It is raining
outside, | got soaked through”, “The editorial in today’sagdian suggests that con-
sumer confidence in the US is so low that the Dow Jones indéxavitinue falling for
the next six months.” This is exactly argumentation-bassdraunication. It is increas-
ingly being applied to the design of agent communicatiogleges and frameworks,
for example: Dignum and colleagues [8, 9]; Grosz and Krad$; [Rarsons and Jen-
nings [25, 26]; Reed [28]; Schroeder al. [30]; and Sycara [34]. Indeed, the idea that
it is useful for agents to explain what they are doing is net ftonfined to research on
argumentation-based communication [29].

Apart from its naturalness, there are two major advantafjgmssoapproach to agent
communication. One is that it ensures that agentgatienal in a certain sense. As
we shall see, and as is argued at length in [21], argumenthtised communication
allows us to define a form of rationality in which agents ontgept statements that



they are unable to refute (the exact form of refutation ddpenon the particular formal
properties of the argumentation system they use). In otbedswagents will only accept
things if they don’t have a good reason not to. The secondrddga builds on this and,
as discussed in more detail in [4], provides a way of givingragcommunications a
social semanticén the sense of Singh [32, 33]. The essence of a social sersasti
that agents state publicly their beliefs and intentiondiatdutset of a dialogue, so that
future utterances and actions may be judged for consistegainst these statements.
The truth of an agent’'s expressions of its private belieféntentions can never be
fully verified [37], but at least an agent’s consistency canalssessed, and, with an
argumentation-based dialogue system, the reasons singpihiése expressions can be
sought. Moreover, these reasons may be accepted or rejacgossibly challenged
and argued-against, by other agents.

This chapter sketches the state of the art in argumentatsed agent communica-
tion. We will do this not by describing all the relevant workdetail, but by identifying
what we consider to be the main issues in building systentsciramunicate in this
way, and briefly describing how our work has addressed them.

2 Philosophical background

Our work on argumentation-based dialogue has been inflddmca model of human
dialogues due to argumentation theorists Doug Walton afdigabbe [35]. Walton
and Krabbe set out to analyze the concept of commitment logli, so as to “provide
conceptual tools for the theory of argumentation” [35, pageThis led to a focus
on persuasion dialogues, and their work presents formakmddr such dialogues. In
attempting this task, they recognized the need for a cheniaation of dialogues, and so
they present a broad typology for inter-personal dialodirey make no claims for its
comprehensiveness. Their categorization identifies simay types of dialogues and
three mixed types. As defined by Walton and Krabbe, the sixgmy dialogue types
are:

Information-Seeking Dialogues: One participant seeks the answer to some question(s)
from another participant, who is believed by the first to kribesanswer(s).

Inquiry Dialogues: The participants collaborate to answer some question atiqus
whose answers are not known to any one participant.

Persuasion Dialogues:One party seeks to persuade another party to adopt a belief or
point-of-view he or she does not currently hold.

Negotiation Dialogues: The participants bargain over the division of some scaree re
source in a way acceptable to all, with each individual paitging to maximize
his or her sharé.

Deliberation Dialogues: Participants collaborate to decide what course of action to
take in some situation.

Eristic Dialogues: Participants quarrel verbally as a substitute for phydicgiting,
with each aiming to win the exchange.

! Note that this definition of Negotiation is that of Walton aichbbe. Arguably negotiation
dialogues may involve other issues besides the divisiosartce resources.



This framework can be used in a number of ways. First, we hareasingly used this
typology as a framework within which it is possible to compand contrast different
systems for argumentation. For example, in [3] we used thssdlcation, and the de-
scription of the start conditions and aims of participarit®g in [35] to show that the
argumentation system described in [3] could handle peismamformation seeking
and inquiry dialogues. Second, we have also used the ctadgifi as a means of clas-
sifying particular argumentation systems, for examplefifiging the system in [25] as
including elements of deliberation (it is about joint aali@nd persuasion (one agent is
attempting to persuade the other to do something differatier than negotiation as it
was originally billed. Third, we can use the typology as a nseaf distinguishing the
focus (and thus the detailed requirements for) systemsdeidto be used for engaging
in certain types of dialogue as in our work to define locutitmperform inquiry [22]
and deliberation [16] dialogues.

The final aspect of this work that is relevant, in our viewattit stresses the im-
portance of being able to handle dialogues of one kind tlidudte embedded dialogues
of another kind. Thus a negotiation dialogue about the mselof a car might include
an embedded information seeking dialogue (to find the bayedquirements), and an
embedded persuasion dialogue (about the value of a panticwddel). This has led to
formalisms in which dialogues can be combined [23, 28].

3 Argumentation and dialogue

The focus of attention by philosophers to argumentatiorbleas on understanding and
guiding human reasoning and argument. It is not surprigimgrefore, that this work
says little about how argumentation may be applied to thé@gdesf communication
systems for artificial agents. In this section we considenesof the issues relevant to
such application.

3.1 Languages and argumentation

Considering two agents that are engaged in some dialogueamveistinguish between
three different languages that they use. Each agent basalanguagghat it uses as
a means of knowledge representation, a language we might.cghis language can
be unique to the agent, or may be the same for both agentsisTtiie language in
which the designer of the agent provides the agent with itsv@dge of the world,
and it is the language in which the agent’s beliefs, desinedrtentions (or indeed any
other mental notions with which the agent is equipped) apgesssed. Given the broad
scope ofL, it may in practice be a set of languages—for example sepfaaguages
for handling beliefs, desires, and intentions—but sintewth languages carry out the
same function we will regard them as one for the purposessftiibcussion.

Each agent is also equipped witlmeta-language Miwhich expresses facts about
the base languade Agents need meta-languages because, amongst other, thiegs
need to represent their preferences about elemerits Afain ML may in fact be a
set of meta-languages and both agents can use differendlamgtaages. Furthermore,
if the agent has no need to make statements about formulagetioén it may have no



meta-language (or, equivalently, it may have a meta-lagguwéich it does not make
use of). If an agent does have a separate meta-languagé, thienL, is internalto the
agent.

Finally, for dialogues, the agents need a shared commimicknguage (or two
languages such that it is possible to seamlessly transtdteebn them). We will call
this languag€L. We can consideCL to be a “wrapper” around statementdiandML,
as is the case for KQML [11] or the FIPA ACL [12], or a dedical@oguage into which
and from which statements inor CL are translatedCL might even bé or ML, though,
as withML, we can consider it to be a conceptually different languabe.difference,
of course, is tha€CL is in some sensexternalto the agents—it is used to communicate
between them. We can imagine an agent reasoning LsargiML, then constructing
messages i€L and posting them off to the other agent. When a reply arriv€d]j it
is turned into statements lnandML and these are used in new reasoning.

Argumentation can be used with these languages in a numbeays. Agents can
use argumentation as a means of performing their own integagoning either i,
ML, or both. Independently of whether argumentation is ustatmally, it can also be
used externally, in the sense of being used in conjunctitim@li—this is the sense in
which Walton and Krabbe [35] consider the use of argumeonidti human dialogue
and is much more on the topic of this chapter.

3.2 Inter-agent argumentation

External argumentation can happen in a number of ways. Tl isgue, the fact that
makes it argumentation, is that the agents do not just exgghfatts but also exchange
additional information. In persuasion dialogues, whiah lay far the most studied type
of argumentation-based dialogues, these reasons araltyfife reasons why the facts
are thought to be true. Thus, if ageitwants to persuade ageBtthatp is true, it
does not just state the fact thatbut also gives, for example, a proof pfbased on
information (grounds) thah believes to be true. If the proof is sound tH@man only
disagree withp if either it disputes the truth of some of the grounds or if dshan
alternative proof thap is false. The intuition behind the use of argumentation lere
that a dialogue about the truth of a clapimoves to a dialogue about the supporting
evidence or one about apparently-conflicting proofs. Freengerspective of building
argumentative agents, the focus is now on how we can bringtaither of these kinds
of discussion.

There are a number of aspects, in particular, that we needtson. These include:

— Clearly communication will be carried out @®L, but it is not clear how arguments
will be passed irCL. Will arguments form separate locutions, or will they be in-
cluded in the same kind @@L locution as every other piece of information passed
between the agents?

— Clearly the exchange of arguments between agents will esitb some protocol,
but it is not clear how this is related, if at all, to the pratbased for the exchange
of other messages. Do they use the same protocol? If theqoisetare different,
how do agents know when to move from one protocol to another?



— Clearly the arguments that agents make should be relatetidad tvey know, but
it is not clear how best this might be done. Should an agemt lo@lable to argue
what it believes to be true? If not, what arguments is an agiéowed to make?

One approach to constructing argumentation-based ageahis way suggested in [31].
In this work CL contains two sets of illocutions. One set allows the commation of
facts (in this case statementshiti that take the form of conjunctions of value/attribute
pairs, intended as offers in a negotiation). The other $awalthe expressions of argu-
ments. These arguments are unrelated to the offers, butgexprasons why the offers
should be acceptable, appealing to a rich representatitimtecdigent and its environ-
ment: the kinds of argument suggested in [31] are threats asic’If you don’t accept
this | will tell your boss,” promises like: “If you accept myffer I'll bring you repeat
business,” and appeals such as: “You should accept thisibetlaat is the deal we made
before.”

There is no doubt that this model of argumentation has a geafiaf similarity
with the kind of argumentation we engage in on a daily basisvéver, it makes con-
siderable demands on any implementation. For a start, gérith wish to argue in
this manner need very rich representations of each othethamidenvironments (es-
pecially compared with agents which simply wish to debagetthth of a proposition
given what is in their knowledge-base). Such agents alsairegn answer to the sec-
ond two points raised above, and the very richness of the hmoalees it hard (at least
for the authors) to see how the third point can be addressed.

Now, the complicating factor in both of the bullet pointssed above is the need to
handle two types of information—those that are argumesetand those that aren't.
One way to simplify the situation is to make all communicatawgument-based, and
that is the approach that we have been following of late. &, fae go a bit further
than even this suggests, by considering agents that usmargation both for internal
reasoning and as a means of relating what they believe antthdyacommunicate. We
describe this approach in the next section.

3.3 Argumentation at all levels

In more detail what we are proposing is the following. Firsalb, every agent carries
out internal argumentation usirlg This allows it to resolve any inconsistency in its
knowledge base (which is important when dealing with infation from many sources
since such information is typically inconsistent) and ttabksh some notion of what it
believes to be true (though this notion is defeasible simgeinformation may come to
light that provides a more compelling argument against siattehan there previously
was for that fact). The upshot of this use of argumentatiomdver it is implemented,
is that every agent can not only identify the facts it belgetebe true but can supply a
rationale for believing them.

This feature then provides us with a way of ensuring a kindatibnality of the
agents—rationality in communication. It is natural thategent which resolves incon-
sistencies in what it knows about the world uses the samaiged to resolve inconsis-
tencies between what it knows and what it is told. In otherdsdhe agent looks at the
reasons for the things it is told and accepts these thingsded they are supported by



more compelling reasons than there are against the thihggehts are only going to
accept things that are backed by arguments, then it makee $@nagents to only say
things that are also backed by arguments. Both of us, separat[21] and [4], have
suggested that such an argumentation-based approachitaldestorm of rationality,
and it was implicit in [3]?

The way that this form of rationality is formalized is, foraxple, to only permit
agents to make assertions that are backed by some form aharguand to only accept
assertions that are so backed. In order words, the formafianguments becomes a
precondition of the locutions of the communication langei@g, and the locutions are
linked to the agents’ knowledge bases.

Although it is not immediately obvious, this gives argunagitin-based approaches
asocial semantics the sense of Singh [32, 33]. The naive reason for this isdinae
agents can only assert things that in their considered vietwae (which is another way
of putting the fact that the agents have more compellingoresor thinking something
is true than for thinking it is false), other agents have s@uarantee that they are
true. However agents may lie, and a suitably sophisticafehtawill always be able
to simulate truth-telling. A more sophisticated reasorhat tassuming such locutions
are built intoCL, the agent on the receiving end of the assertion can alwagltolye
statements, requiring that the reasons for them are siettede reasons can be checked
against what that agent knows, with the result that the agédhonly accept things
that it has no reason to doubt. This ability to question stetgts gives argumentation-
based communication languages a degree of verifiabilitydther semantics, such as
the original modal semantics for the FIPA ACL [12], lack.

3.4 Dialogue games

Dialogues may be viewed as games between the participatiesd dialogue games
[18]. In this view, explained in greater detail in [24], egwdrticipant is a player with an
objective they are trying to achieve and some finite set ofeadlat they might make.
Just as in any game, there are rules about which player isedlto make which move
at any point in the game, and there are rules for starting adiohg the game.

As a brief example, consider a persuasion dialogue. We ¢ak tif this as being
captured by a game in which one player initially beliepde be true and tries to con-
vince another player, who initially believes thais false, of that fact. The game might
start with the first player stating the reason why she bediégivatp is true, and the other
player might be bound to either accept that this reason &s(ifishe can find no fault
with it) or to respond with the reason she believes it to beefal he first player is then
bound by the same rules as the second was—to find a reason iglsgtiond reason is
false or to accept it—and the game continues until one of ldageps is forced to accept
the most recent reason given and thus to concede the game.

2 This meaning of rationality is also consistent with that coomly given in philosophy, see,
e.g., [17].



4 A system for argumentation-based communication

In this section we give a concrete instantiation of the natbese description given in
Section 3.3, providing an example of a system for carryingasgumentation-based
communication of the kind first suggested in [25].

4.1 A system for internal argumentation

We start with a system for internal argumentation—this i®aended version of [10],
where the extension allows for a notion of the strength of mument [2], which is
augmented to handle beliefs and intentions. To define tisiesywe start with a propo-
sitional language which we call. From £ we then construct formulae such Bgp),
Di(p) andlj(q) for any p andqg which are formulae of. This extended propositional
language, and the compound formulae that may be built framsiiig the usual log-
ical connectives, is the base langudgef the argumentation-based dialogue system
we are describingB;(-) denotes a belief of agentD;(-) denotes a desire of ageint
andl;(-) denotes an intention of aggntso the overall effect of this language is just to
force every formula to be a belief, a desire, or an intentia.will denote formulae
of L by ¢, ¢, o .... Since we are only interested in syntactic manipulatibbeliefs,
desires and intentions here, we will give no semantics fontdae such a8;(p) and
Bi(p) — Di(p)— suitable ways of dealing with the semantics are given disea/(e.g.
[26, 36]). An agent has a knowledge basevhich is allowed to be inconsistent, and has
no deductive closure. The symboldenotes classical inference asddenotes logical
equivalence.

An argumentis a formula df and the set of formulae from which it can be inferred:

Definition 1. An arguments a pairA = (H, h) wherehis a formula ofL andH a subset
of X' such that:

1. His consistent;
2. HE h;and
3. H is minimal, so no subset ¢f satisfying both 1. and 2. exists.

H is called thesupportof A, writtenH = Supportf) andh is theconclusiorof A written
h = Conclusionf).

We talk ofh beingsupportedby the argumentH, h).

In general, since” is inconsistent, arguments iA(Y'), the set of all arguments
which can be made frol, will conflict, and we make this idea precise with the notions
of rebutting, undercutting and attacking.

Definition 2. Let A; andA; be two distinct arguments od(X). A; undercuts A iff
Jh € SupportA;) such thaConclusiortA;) attacks h

Definition 3. Let A; and A; be two distinct arguments ofi(X). A; rebuts A iff
ConclusiorfA; ) attacks Conclusioff\z).

Definition 4. Given two distinct formula& andg of £ such that = —g, then, for any
i andj:



— Bi(h) attacks B(g);
— Di(h) attacks Q(g); and
— li(h) attacks J(g).
With these definitions, an argument is rebutted if it has alkusionB; (p) and there
is another argument which has as its conclusBgrp) or B;(q) such thatg = —p.
An argument with a desire as its conclusion can similarly ddmutted by another ar-
gument with a desire as its conclusion, and the same thindgtiol intentions. Thus
we recognize “Peter intends that this paper be written byl#elline” and “Simon in-
tends this paper not to be written by the deadline” as reigittiach other, along with
“Peter believes God exists” and “Simon does not believe Gast=®, but we do not
recognize “Peter intends that this paper will be written Iy tdeadline” and “Simon
does not believe that this paper will be written by the demsdlas rebutting each other.
Undercutting occurs in exactly the same situations, extiegitit holds between the
conclusions of one argument and an element of the suppdreafther

To capture the fact that some facts are more strongly beliavel intended than
others, we assume that any set of facts has a preferenceowetdt? We suppose that
this ordering derives from the fact that the knowledge h&sis stratified into non-
overlapping setd’;, . . ., X, such that facts irt; are all equally preferred and are more
preferred than those B} wherej > i. The preference level of a nonempty subideif
XY, levelH), is the number of the highest numbered layer which has a meimbk

Definition 5. LetA; andA; be two argumentsigl(X). A is preferredto A, according
to Pref iff levelSupporfA;)) < levelSupportAz)).

By > we denote the strict pre-order associated \Ritef. If A, is strictly preferred
to Az, we say tha#\; is strongerthanA,. We can now define the argumentation system
we will use:

Definition 6. An argumentation syste(@\S) is a triple
(A(X), Undercuy Rebut Pref)
such that:

— A(X) is a set of the arguments built frof,

— UndercuRebutis a binary relation capturing the existence of an underctelout
holding between argumentdndercuf RebutC A(X) x A(X), and

— Pref is a (partial or complete) preordering of{X) x A(X).

3 Note that attacking and rebutting are symmetric but notxisfteor transitive, while undercut-
ting is neither symmetric, reflexive nor transitive.

* We ignore for now the fact that we might require differentfprence orders over beliefs and in-
tentions and indeed that different agents will almost @elstdnave different preference orders,
noting that the problem of handling a number of differenf@rence orders was considered in
[5] and [7].



The preference order makes it possible to distinguishrdiffetypes of relation between
arguments:

Definition 7. Let A1, A; be two arguments ofl(X).

— If Ay undercuts or rebutd; thenA; defends itselfagainstA, iff A, >Pef A,.
Otherwise A; does not defend itself

— A set of arguments defends Aff: ¥V B such thatB undercuts or rebutd andA
does not defend itself agairBthen3 C € S such thatC undercuts or rebut® and
B does not defend itself agairst

Henceforth,Cyngercuyrebutprer Will gather all non-undercut and non-rebut arguments
along with arguments defending themselves against alf tiveiercutting and rebut-
ting arguments. [1] showed that the $e0f acceptable arguments of the argumentation
system({A(X), Undercuy Rebut Pref) is the least fixpoint of a functioft:

F(S) ={(H,h) € A(X)|(H,h) is defended by S}
whereS C A(XY).

Definition 8. The set ofacceptablearguments of an argumentation systémy(Y),
Undercut Pref) is:

S=JF=0)
= CUndercut/RebutPref U [U -7:i21 (CUndercut/RebutPref)}

An argument is acceptable if it is a member of the acceptadtle s

If the argumen(H, h) is acceptable, we talk of there being an acceptable arguiordnt
An acceptable argument is one which is, in some sense, peinves all the arguments
which might undermine it are themselves undermined.

Note that while we have given a langualgdor this system, we have given no
languageML. This particular system does not have a meta-language fenddtion
of preferences it uses is not expressed in a meta-languagds)of course, possible
to add a meta-language to this system—for example, in [5]dded a meta-language
which allowed us to express preferences over elemeritstbiis making it possible to
exchange (and indeed argue about, though this was not dfBigmeferences between
formulae.

4.2 Arguments between agents

Now, this system is sufficient for internal argumentatiothivi a single agent, and the
agent can use it to, for example, perform nonmonotonic reagoand to deal with

inconsistent information. To allow for dialogues, we hawénitroduce some more ma-
chinery. Clearly part of this will be the communication lamage, but we need to in-
troduce some additional elements first. These elementsadastdictures which our



system inherits from its dialogue game ancestors as welf@squs presentations of
this kind of system [3, 6].

Dialogues are assumed to take place between two agermisd C.> Each agent
has a knowledge basé&jp and X respectively, containing their beliefs. In addition,
following Hamblin [15], each agent has a further knowledgsdy accessible to both
agents, containing commitments made in the dialogue. To@senitment stores are
denotedCSP) andCS(C) respectively, and in this dialogue system (unlike that ¢f [6
for example) an agent’s commitment store is just a subsés &hiowledge base. Note
that the union of the commitment stores can be viewed as #te sf the dialogue at
a given time. Each agent has access to their own private lenigelbase and to both
commitment stores. ThiBcan make use ofd(Xp U CSC)), Undercuy Rebut Pref),
and C can make use ofA(Xc U CSP), UndercuyRebutPref). All the knowledge
bases contain propositional formulae and are not closedrukeduction, and all are
stratified by degree of belief as discussed above.

With this background, we can present the set of dialogue mthat we will use,
the set which comprises the locutions©E. For each move, we give what we call
rationality rules, dialogue rules, and update rules. Thesations are those from [27]
and are based on the rules suggested by [20] which, in turre ba&sed on those in
the dialogue game DC introduced by MacKenzie [19]. The retiity rules specify the
preconditions for making the move. The update rules spdwmfy commitment stores
are modified by the move.

Inthe following, player P addresses the move to player C.taf¢with the assertion
of facts:

assert() whereg is a formula ofL.

rationality: the usual assertion condition for the agent.
update: CS(P) = CS_1(P)U{¢} andCS(C) = CS_1(C)

Here¢ can be any formula df, as well as the special charadtérdiscussed in the next
sub-section.

assert(S)whereSis a set of formulae of representing the support of an argument.

rationality: the usual assertion condition for the agent.
update: CS(P) = CS_; USandCS(C) = CS_4(C)

The counterpart of these moves are the acceptance moves:

acceptp) ¢ is aformula ofL.

rationality: The usual acceptance condition for the agent.
update: CS(P) = CS_1(P)U{¢} andCS(C) = CS_1(C)

5 The names stem from the study of persuasion dialogiestgues “pro” some proposition,
andC argues “con”.



accept(S)S is a set of formulae df.

rationality: the usual acceptance condition for everg S.
update: CS(P) = CS_;(P) USandCS(C) =CS_1(C)

There are also moves which allow questions to be posed.

challenge$) where¢ is a formula ofL.

rationality: ()
update: CS(P) = CS_;(P) andCS(C) = CS_+1(C)

A challenge is a means of making the other player explicttyesthe argument support-
ing a proposition. In contrast, a question can be used toydhemther player about any
proposition.

question$) where¢ is a formula ofL.

rationality: 0
update: CS(P) = CS_;(P) andCS(C) = CS_1(C)

We refer to this set of moves as the get,.. These locutions are the bare minimum
to carry out a dialogue, and, as we will see below, requirdrly fagid protocol with
a lot of aspects implicit. Further locutions such as thosewised in [23], would be
required to be able to debate the beginning and end of dialbbguto have an explicit
representation of movement between embedded dialogues.

Clearly this set of moves/locutions defines the commurocaanguageCL, and
hopefully it is reasonably clear from the description soifaw argumentation between
agents takes place; a prototypical dialogue might be agvist

1. P has an acceptable argumé B,(p)), built from X, and wantsC to accept
Bp(p). Thus,P asserts,(p).

Chas an argumet8’, Bc(—p)) and so cannot acceBg(p). Thus,C assert8:(—p).

P cannot acce.(—p) and challenges it.

C responds by assertir§). and assertB,(—q).

akrwn

At each stage in the dialogue agents can build argumentg urdormation from their
own private knowledge base, and the propositions made(iliassertion into com-
mitment stores).

4.3 Rationality and protocol

The final part of the abstract model we introduced above wasigle of argumentation
to relate what an agent “knows” (in this case what is in itsidealge-base and the com-
mitment stores) and what it is allowed to “say” (in terms ofigfhlocutions fromCL it

is allowed to utter). We make this connection by specifylmgrationality conditions in
the definitions of the locutions and relating these to whgtiarents an agent can make.
We do this as follows, essentially defining different typésationality [27].



Definition 9. An agent may have one of thressertiorattitudes.

— aconfidentgent can assert any formudor which there is an argume(, ¢).

— acarefulagent can assert any formuldor which there is an argume(, ¢) if no
stronger rebutting argument exists.

— athoughtfulagent can assert any propositigrfor which there is an acceptable
arguments, ¢).

Of course, defining when an agent can assert formulae is amyhalf of what is
needed. The other part is to define the conditions on ageoéptieg formulae. Here
we have the following [27].

Definition 10. An agent may have one of thraeceptancattitudes.

— acredulousagent can accept any formuleor which there is an argumef(s, ¢).
— acautiousagent can accept any propositiofior which there is an argume(s, ¢)
if no stronger rebutting argument exists.
— a skepticalagent can accept any propositignfor which there is an acceptable

arguments, ¢).

In order to complete the definition of the system, we need tingive the protocol that
specifies how a dialogue proceeds. This we do below, proyidiprotocol (which was
not given in the original) for the kind of example dialogueagi in [25, 26]. As in those
papers, the kind of dialogue we are interested in here islaglia about joint plans,
and in order to describe the dialogue, we need an idea of wieapbthese plans looks
like:

Definition 11. An planis an argumentS, I;(p)). li(p) is known as thesubjectof the
plan.

Thus a plan is just an argument for a proposition that is mktelhby some agent. The
detail of “acceptable” and “attack” ensure that an agent evily be able to assert or
accept a plan if there is no intention which is preferred tghbject of the plan so far
as the that agent is aware, and there is no conflict betweealaments of the support
of the plan. We then have the following protocol, which welwdll D for a dialogue
between agenta andB.

1. If allowed by its assertion attitudé, asserts both the conclusion and support of a
plan(S 1a(p)). If Acannot assert any(p), the dialogue ends.

2. B acceps|a(p) andSif possible. If both are accepted, the dialogue terminates.

3. Ifthela(p) andSare not accepted, thdhassers the conclusion and support of an
argumen{S, ¢) which undercuts or rebuts§, 1a(p)).

4. A assers either the conclusion and suppor{8f’, Ia(p)), which does not undercut
or rebut(S, ¢), or the statemerit. In the first case, the dialogue returns to Step 2;
in the second case, the dialogue terminates.

The utterance of a statemeitindicates that an agent is unable to add anything to the
dialogue, and so the dialogue terminates whenever eitleart agserts this.

Note that inB's response it need not assert a planq the only agent which has
to mention plans). This allowB to disagree withA on matters such as the resources



assumed by (“No, | don't have the car that week”), or the tradeoff tieis proposing
(“I don't want your Megatokyo T-shirt, | have one like thateddy”), even if they don’t
directly affect the plans th& has.

As it stands, the protocol is a rather minimalist but suffimesapture the kind of
interaction in [25, 26]. One agent makes a suggestion whiik & (and may involve
the other agent). The second looks to see if the plan preiteathkieving any of its in-
tentions, and if so has to put forward a plan which clashesiimesway (we could easily
extend the protocol so thBtdoes not have to put forward this plan, but can instead en-
gageA in a persuasion dialogue abdAis plan in a way that was not considered in [25,
26]). The first agent then has the chance to respond by eitfindj a non-clashing way
of achieving what it wants to do or suggesting a way for th@sdagent to achieve its
intention without clashing with the first agent’s origindhp. There is also much that
is implicit in the protocol, for example: that the agentsdaveviously agreed to carry
out this kind of dialogue (since no preamble is requiredgt the agents are basically
co-operative (since they accept suggestions if possiata);that they will end the di-
alogue as soon as a possible agreement is found or it is tlaand progress can be
made (so neither agent will try to filibuster for its own adtzge). Such assumptions
are consistent with Grice’s co-operative maxims for humanversation [13].

One advantage of such a minimal protocol is that it is easyhowvghat the result-
ing dialogues have some desirable properties. The firstasfetlis that the dialogues
terminate:

Proposition 12. A dialogue under protocdD between two agents G and H with any
acceptance and assertion attitudes will terminate.

If both agents are thoughtful and skeptical, we can alsoimltanditions on the result
of the dialogue:

Proposition 13. Consider a dialogue under protocblbetween two thoughtful/skeptical
agents G and H, where G starts by uttering a plan with the sbjgp).

— If the dialogue terminates with the utterancelafthen there is no plan with the
subject (p) in A(X¢ U CSH)) that H can accept.

— If the dialogue terminates without the utterancéffthen there is a plan with the
subject §(p) in A(Xg U X}y) that is acceptable to both G and H.

Note that since we can't determine exactly whsays, and therefore what are the
contents ofCSH), we are not able to make the two parts of the theorem symraktric
(or the second part an “if and only if”, which would be the satmag).

Thus if the agents reach agreement, it is an agreement omawpiegh neither
of them has any reason to think problematic. In [25, 26] wdedathis kind of dia-
logue a negotiation. From the perspective of Walton and Be&btypology it isn't a
negotiation—it is closer to a deliberation with the agenssassing what they will do.

5 Summary

Argumentation-based approaches to inter-agent commtigricare becoming more
widespread, and there are a variety of systems for argutimiaased communication



that have been proposed. Many of these address differeattaspf the communica-
tion problem, and it can be hard to see how they relate to onthan This chapter
has attempted to put some of this work in context by desagibirgeneral terms how
argumentation might be used in inter-agent communicatiad, then illustrating this
general model by providing a concrete instantiation of iitally describing all the as-
pects required by the example first introduced in [25].

AcknowledgementsThe authors would like to thank Leila Amgoud and Nicolas Metud
for their contribution to the development of many of the parftthe argumentation sys-
tem described here.

References

1. L. Amgoud and C. Cayrol. On the acceptability of argumémizreference-based argumen-
tation framework. IrProc. 14th Conf. Uncertainty in Apages 1-7, 1998.

2. L. Amgoud and C. Cayrol. A reasoning model based on theuatémh of acceptable argu-
ments.Annals of Mathematics and A34:197-215, 2002.

3. L. Amgoud, N. Maudet, and S. Parsons. Modelling dialogusiag argumentation. In
E. Durfee, editorProc. 4th Intern. Conf. on Multi-Agent Systenpages 31-38, Boston,
MA, USA, 2000. IEEE Press.

4. L. Amgoud, N. Maudet, and S. Parsons. An argumentatieedaemantics for agent com-
munication languages. Rroc. 15th European Conf. on A2002.

5. L. Amgoud and S. Parsons. Agent dialogues with confliciireferences. In J.-J. Meyer
and M. Tambe, editorRroc. 8th Intern. Workshop on Agent Theories, Architectland
Languagespages 1-15, 2001.

6. L. Amgoud, S. Parsons, and N. Maudet. Arguments, dialogiug negotiation. In W. Horn,

editor, Proc. 14th European Conf. on Apages 338-342, Berlin, Germany, 2000. IOS Press.

7. L. Amgoud, S. Parsons, and L. Perrussel. An argumentéigonework based on contex-
tual preferences. In J. Cunningham, edifeimpc. Intern. Conf. Pure and Applied Practical
ReasoningLondon, UK, 2000.

8. F. Dignum, B. Dunin-Keplicz, and R. Verbrugge. Agentdhefor team formation by dia-
logue. In C. Castelfranchi and Y. Lespérance, editotg|/ligent Agents Vllpages 141-156,
Berlin, Germany, 2001. Springer.

9. F. Dignum, B. Dunin-Keplicz, and R. Verbrugge. Creatiugjective intention through dia-
logue. Logic Journal of the IGPL9(2):305-319, 2001.

10. P. M. Dung. On the acceptability of arguments and its&umehtal role in nonmonotonic rea-
soning, logic programming amtperson gamedgArtificial Intelligence 77:321-357, 1995.

11. T. Finin, Y. Labrou, and J. Mayfield. KQML as an agent comination language. In
J. Bradshaw, editoGoftware AgentdMIT Press, Cambridge, MA, 1995.

12. FIPA. Communicative Act Library Specification. TectaliReport XC00037H, Foundation
for Intelligent Physical Agents, 10 August 2001.

13. H. P. Grice. Logic and conversation. In P. Cole and J. Lrddn, editors Syntax and
Semantics Ill: Speech Actsages 41-58. Academic Press, New York City, NY, USA, 1975.

14. B. J. Grosz and S. Kraus. The evolution of SharedPlansl. Lh Wooldridge and A. Rao,
editors,Foundations of Rational Agencyolume 14 ofApplied Logic Kluwer, The Nether-
lands, 1999.

15. C. L. Hamblin.Fallacies Methuen, London, UK, 1970.



16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

D. Hitchcock, P. McBurney, and S. Parsons. A frameworkdfgiberation dialogues. In
H. V. Hansen, C. W. Tindale, J. A. Blair, and R. H. JohnsontaedjProc. 4th Biennial Conf.
Ontario Soc. Study of Argumentation (OSSA 20@dipdsor, Ontario, Canada, 2001.

R. Johnson.Manifest Rationality: A Pragmatic Theory of Argumertawrence Erlbaum
Associates, Mahwah, NJ, USA, 2000.

J. A. Levin and J. A. Moore. Dialogue-games: metacompaiitns structures for natural
language interactionCognitive Sciengel(4):395-420, 1978.

J. D. MacKenzie. Question-begging in non-cumulativetesys. J. Philosophical Logi¢
8:117-133, 1979.

N. Maudet and F. Evrard. A generic framework for dialogame implementation. IRroc.
2nd Workshop on Formal Semantics and Pragmatics of Dialogueersity of Twente, The
Netherlands, May 1998.

P. McBurneyRational Interaction PhD thesis, Department of Computer Science, University
of Liverpool, 2002.

P. McBurney and S. Parsons. Risk agoras: Dialecticahagegtation for scientific reasoning.
In C. Boutilier and M. Goldszmidt, editor®roc. 16th Conf. on Uncertainty in AStanford,
CA, USA, 2000. UAI.

P. McBurney and S. Parsons. Games that agents play: Aafdramework for dialogues
between autonomous agenisLogic, Language, and Informatipth1(3):315-334, 2002.

P. McBurney and S. Parsons. Dialogue game protocols. drcdRhilippe Huget, editor,
Agent Communications Languag&rlin, Germany, 2003. Springer. (This volume.).

S. Parsons and N. R. Jennings. Negotiation through angiation — a preliminary report.
In Proc. 2nd Intern. Conf. on Multi-Agent Systemages 267—-274, 1996.

S. Parsons, C. Sierra, and N. R. Jennings. Agents tistir@ad negotiate by arguinigogic
and Computation8(3):261-292, 1998.

S. Parsons, M. Wooldridge, and L. Amgoud. An analysi©ohfl interagent dialogues. In
C. Castelfranchi and W. L. Johnson, editdPsoc. First Intern. Joint Conf. on Autonomous
Agents and Multi-Agent Systems (AAMAS 20@2pes 394-401, New York, USA, 2002.
ACM Press.

C. Reed. Dialogue frames in agent communications. Inéfmé&reau, editoRroc. 3rd
Intern. Conf. on Multi-Agent Systenmmages 246-253. IEEE Press, 1998.

P. Riley, P. Stone, and M. Veloso. Layered disclosureseRling agents’ internals. In
C. Castelfranchi and Y. Lespérance, editdrgelligent Agents Vil pages 61-72, Berlin,
Germany, 2001. Springer.

M. Schroeder, D. A. Plewe, and A. Raab. Ultima ratio: $thélamlet kill Claudius. IrProc.
2nd Intern. Conf. on Autonomous Agemages 467—-468, 1998.

C. Sierra, N. R. Jennings, P. Noriega, and S. Parsonandefrvork for argumentation-based
negotiations. In M. P. Singh, A. Rao, and M. J. Wooldridgeataed, Intelligent Agents IV
pages 177-192, Berlin, Germany, 1998. Springer.

M. P. Singh. Agent communication languages: Rethinkiegrinciples. IlEEE Computer
31, pages 40-47, 1998.

M. P. Singh. A social semantics for agent communicataomgliages. IProc. IJCAI'99
Workshop on Agent Communication Languagesges 75-88, 1999.

K. Sycara. Argumentation: Planning other agents’ pldnsProc. 11th Joint Conf. on Al
pages 517-523, 1989.

D. N. Walton and E. C. W. Krabb&Commitment in Dialogue: Basic Concepts of Interper-
sonal ReasoningSUNY Press, Albany, NY, 1995.

M. J. Wooldridge.Reasoning about Rational AgentMIT Press, Cambridge, MA, USA,
2000.

M. J. Wooldridge. Semantic issues in the verificationgefra communication languages.
Autonomous Agents and Multi-Agent Syste8(is):9-31, 2000.



