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Abstract
Predicting protein structure is an important problem in molecular biology, and one that has attracted a lot of attention. It is also a difficult problem since the available data is incomplete and pervaded with uncertainty. This paper describes models for the prediction of an intermediate level of protein structure known as the topology of the protein. The models handle uncertainty explicitly, making use of probability, possibility and evidence theories singly and in combination to handle different aspects of the problem.
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1 Introduction
Proteins are large biological macromolecules that form the main components of living organisms. In addition, proteins, in the form of enzymes, hormones and antibodies, control most of the crucial processes in cells. The function of a particular protein is determined by the chemical interactions at its surface, and these are related to its three dimensional structure. Thus knowledge of protein structure is important. The structure of proteins can be described at various levels of detail. The primary structure consists of a list of the amino acids that make up the protein. Each amino acid is one of twenty naturally occurring molecules from which all proteins are made. The secondary structure is a description of the way that the amino acids are grouped together into substructures within the three dimensional structure. Two important forms of secondary structure are β-sheets, which consist of a number of β-strands, and α-helices. The tertiary structure of a protein is the set of three dimensional co-ordinates of every atom in the protein. Protein topology is an intermediate level somewhere between secondary and tertiary structure which specifies the relations between secondary structural units, in terms of how such units are ordered along the protein.

Now, knowledge of three dimensional protein structure is sparse. While the determination of the primary structure of proteins has become routine, determination of secondary and tertiary structure is more difficult. Thus the primary structures for many tens of thousands of proteins are known, but only some hundreds of distinct proteins have had their three dimensional structure determined. This figure is tiny in comparison with the vast number of proteins that exist, and the discrepancy motivates much research into determining protein structure. The major problem is that experimental methods are time-consuming and expensive and may even be impossible to use since some proteins change structure when isolated. In consequence, molecular biologists are turning to computational techniques for predicting protein structure from amino acid sequences.
2 Protein Topology Prediction

Of particular interest is the prediction of protein topology because the topology can be used to guide the choice of experiments to confirm particular ideas about the structure and to search for similar known structures. A major difficulty in this prediction is that a vast number of possible topologies can be hypothesised from a single secondary structure prediction. In general, for a mixed $\alpha/\beta$-sheet of $n$ strands, where $n > 1$, there are $\frac{n(n-1)}{2}$ possible ways of arranging the strands (Clark et al. 1992) (Table 1). To reduce this space, scientists identify and apply constraints based upon experimental data (Clark et al. 1992, 1994), (Cohen and Kuntz 1987). As an example, Taylor and Green (1989) investigated the topology of nucleotide binding proteins using rules based on previous analyses of $\alpha/\beta$-sheets:

- C1. For parallel pairs of $\beta$-strands, $\beta$-$\alpha$-$\beta$ and $\beta$-coil-$\beta$ connections are right handed (Richardson 1976), (Sternberg and Thornton 1977).
- C2. The initial $\beta$-strand in the amino acid sequence is not an edge strand in the sheet (Brandon 1980).
- C3. Only one change in winding direction occurs (Richardson 1981).
- C4. The $\beta$-strands associated with the conserved$^1$ patterns lie adjacent in the sheet (Walker et al. 1982).
- C5. All strands lie parallel in the $\beta$-sheet.
- C6. Unconserved strands are at the edge of the sheet.

To evaluate the plausibility of topologies that were consistent with the constraints Taylor and Green employed five folding principles:

- F1. Strands are ordered in the sheet by hydrophobicity, with the most hydrophobic$^4$ strands central.
- F2. Parallel $\beta$-coil-$\beta$ connections contain at least 10 amino acids.
- F3. Insertions and deletions$^5$ occur on the edge of domains.
- F4. Most conserved loops should lie adjacent.
- F5. Long secondary structures should pack approximately parallel or anti-parallel, with sequential units anti-parallel.

After some adjustment of the secondary structure prediction they were able to produce a topological hypothesis that satisfied C1 to C6, was consistent with F1 to F4, and was indeterminate with respect to F5. The structure was also similar to the known structure of a nucleotide binding protein.

To avoid the problems inherent in both manual search and exhaustive generate and test algorithms, Clark et al. (1992) developed a constraint satisfaction algorithm for protein topology prediction named CBS1. CBS1 is implemented in Prolog, based on tree search and achieves efficiency through high level constraint evaluation and forward pruning of the search tree. The implementation runs on Sun workstations under Quintus Prolog and has was used to reproduce Taylor and Green’s results as well as to identify a new topological hypothesis consistent with the constraints, indicating that the original search was not

---

$^1$A protein has coil structure where it is neither a $\beta$-strand nor an $\alpha$-helix.

$^4$When the amino acid sequences of proteins that perform similar functions, but are found in different species, are compared, parts of the sequences are often found to be the same in all proteins. These are said to be conserved.

$^5$Lacking an affinity for water.

$^1$When amino acid sequences are aligned to determine conserved regions, some regions do not match. Thus, to align the conserved regions it is necessary to split up sequences, adding spaces between certain amino acids. Similarly, it may be necessary to 'delete' acids in order to match regions.
Table 2: The results of checking constraints against eight nucleotide-binding domain proteins

emanative. Clark et al. (1992) also assessed the validity of the constraints by checking them against the known structures of eight nucleotide binding domains with similar function. The results are reproduced in Table 2. The protein ID is a unique number which identifies the full three dimensional protein structure in a public database. The structures that are grouped together in Table 2 are those relating to the same protein. For instance p1_gpd, p1_gd1 and p2_gpd are different experimentally determined structures for D-glyceraldehyde-3-phosphate dehydrogenase. Each of the variations should be considered equally valid, so when a rule holds for one form of a protein and not for another, it is ambiguous whether or not the constraint holds for that protein. A further set of data concerning the validity of the constraints is presented in an earlier paper (Shirazi et al. 1990). Here C1, C2, C3, C5 and F2 were tested against a set of 33 α/β sheet proteins, giving Table 3.

Table 3: The results of checking constraints against 33 α/β sheet proteins.

3 Representing the uncertainty

Together these results show that while the folding rules are useful heuristics most are only true some of the time. This suggests that a good model of the problem would handle the uncertainty in the constraints explicitly. The best way of doing this is not clear, and so in the tradition of experimental investigations of the best way of modelling uncertainty in a given problem (Heckerman 1990), (Heckerman and Shav 1993), (Saffiotti et al. 1994) we discuss a number of different ways in which the data from Tables 2 and 3 may be represented. There are, of course, other possibilities which are not discussed here— we just
cover the most obvious. We also just deal with modelling constraints $C1,C2,C3,C5,F1$ and $F2$ for which Clark et al. (1992) and Shirazi et al. (1990) give data.

### 3.1 Using probability theory

Since the data is drawn from a reasonably random population of proteins the following argument can be made. Table 3 holds a list of 33 proteins. Of these, 24 conform to constraint $C3$, and 9 do not, so a structure that conforms to $C3$, has a probability of $P(C3A) = \frac{24}{33} = 0.727$ of existing in nature. This argument gives the probabilities of Table 4. Since the sample size is just 33 proteins, the probabilities will not be very accurate, but they are the best values that can be obtained in this ill-known domain.

Table 2 may be used to get a second set of probabilities, but in this case the data is ambiguous. Of the eight proteins analysed, several have alternative structures and some constraints hold for some alternative structures and not for others. Thus it is not clear whether or not such a constraint is valid for the protein. One solution is to “disambiguate” considering each of the nineteen possible structures as a separate entity. Doing this gives the probabilities of Table 5. However, it could be argued that disambiguation distorts the data, and the uncertainty should be modelled in a “purer” way acknowledging the ambiguity. This can be done using interval probabilities with the lower value calculated by counting proteins for which the rule is ambiguous as proteins for which it fails to hold, and the upper value by counting proteins for which the rule is ambiguous as proteins for which it does hold. This gives Table 6. Alternatively the ambiguity could be modelled using evidence theory.

### 3.2 Using evidence theory

Evidence theory provides good support for modelling ambiguity, providing a mechanism for allocating a degree of belief to the disjunction of two competing hypotheses. Considering Table 2 with respect to $F2$ there are three sets of proteins. We have \{p\beta pgk, p\beta pdx, p\beta ad, p4ldh, p1p fk, p2p fk, p3p fk, p4p f k, p5f grs, p3adk, p4adk, p5ad, p6ad, p7adk\} where every one of the 14 possible structures of the six proteins conforms to $F2$, \{p1qpd, p2qpd, p1q f d\} where every possible structure of the protein violates $F2$, and \{p\beta df r, p4df r\} where of the two structures for the protein, one conforms to $F2$ and one does not. This ambiguity may be modelled as follows. There are six proteins that conform to $F2$ so the basic mass assignment is $m(\{F2A\}) = 6/8$. There is one protein for which the constraint fails to hold. Thus $m(\{-F2A\}) = 1/8$. The remaining mass, $1 - (m(\{F2A\}) + m(\{-F2A\}))$ is the probability that the constraint either applies or doesn’t apply, $m(\{F2, \neg F2A\})$. This latter is a measure of ignorance about the applicability of the constraint. For Table 2 the masses of Table 7 are appropriate.
<table>
<thead>
<tr>
<th>Constraint</th>
<th>Number of cases in which the constraint is violated</th>
<th>$p(XA)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>C2</td>
<td>1</td>
<td>0.875</td>
</tr>
<tr>
<td>C3</td>
<td>2</td>
<td>0.75</td>
</tr>
<tr>
<td>C5</td>
<td>3</td>
<td>0.625</td>
</tr>
<tr>
<td>F1</td>
<td>5-7</td>
<td>[0.125, 0.375]</td>
</tr>
<tr>
<td>F2</td>
<td>1-2</td>
<td>[0.750, 0.875]</td>
</tr>
</tbody>
</table>

Table 6: Probabilities of constraints holding in nature based upon the “pure” results from the nucleotide binding proteins

<table>
<thead>
<tr>
<th>Constraint</th>
<th>$m({FxA})$</th>
<th>$m({\neg FxA})$</th>
<th>$m({FxA, \neg FxA})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.125</td>
<td>0.625</td>
<td>0.25</td>
</tr>
<tr>
<td>F2</td>
<td>0.75</td>
<td>0.125</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table 7: The basic mass assignments for modelling the constraints using evidence theory according to the results from the nucleotide binding proteins

3.3 Using possibility theory

It is also possible to model the constraints using possibility theory. It is possible to use a number of different sets of numerical information, but the basic principle behind the modelling is the same. If a structure conforms to a constraint, it is entirely possible that the structure is that of a naturally occurring protein. However, if a structure fails to conform to a constraint then it becomes less possible that the structure is a naturally occurring protein. Indeed the possibility of the structure being a natural protein fails to a figure that reflects the proportion of naturally occurring proteins that do not conform to the constraint. Thus, for each constraint $Cx$, the possibility that the protein occurs in nature given that $Cx$ holds, $\Pi(Cx|A) = 1$, while the possibility that the protein occurs in nature given that $Cx$ does not hold, $\Pi(\neg Cx|A)$, depends upon data in Tables 2 and 3. This may be disambiguated or used to define an interval in the same way as is done in Tables 4 to 6 for probability theory. For instance, taking the disambiguated values of Table 5, the possibility of $C5$ not holding, $\Pi(\neg C5) = 0.474$.

3.4 Handling ignorance

We have also to encode the lack of information about the applicability of $F1$ in Table 3. The usual probabilistic method would be to declare that $p(F1A) = p(\neg F1A) = 0.5$. However, other methods could be used. In evidence theory, since nothing can be said about the basic probability assignment to $F1A$ and $\neg F1A$, $m(\{F1A\}) = m(\{\neg F1A\}) = 0$, and all the basic probability is assigned to the disjunction, giving the vacuous belief function $m(\{F1A, \neg F1A\}) = 1$. The meaning of this assignment is that it is not possible to assign any belief to one hypothesis rather than another. Another alternative is to use possibility theory. Since there is no knowledge about the chance of $F1$ holding, it is entirely possible that $F1$ holds and $\Pi(F1A) = 1$. If $\neg F1A$ is considered, a similar argument may be made to obtain $\Pi(\neg F1A) = 1$. From the viewpoint of the information that is available all of these three approaches are perfectly correct, and there is no obvious way of choosing between them.

4 Calculating the validity of structures

Having considered the different ways in which the uncertain nature of the constraints can be modelled, we turn to considering how to employ use these models in topology prediction. CBS1 generates as its output sets of possible topologies of nucleotide binding domain proteins and the constraints to which they conform. The kind of output that would be useful to molecular biologists would be some kind of measure of the validity of the sets of topologies based upon the constraints to which they conform.

To do this we employed Mummum (Parsons 1993) an adaptation of Pulcinella (Saffiotti and Umkehrer 1991) which handles interval valued probabilities, possibilities and beliefs, and in which the intervals are propagated using interval arithmetic. This system uses a valuation network representation (Shenoy...
Figure 1: A network relating the effects of constraints to the validity of a structure.

...1991), and the valuation network of Figure 1 was adopted, based upon the work of Smets and Hsia (1990). This network expresses the fact that the validity of the structure is a combination of the effect of all constraints. Thus, for $C1$ there is a node $C1$ which is true if $C1$ holds for the structure in question, and false otherwise. The effect of this is combined on the node $C1&C1A \rightarrow V$ with $p(C1A)$ which is the measure of how likely it is that a structure that conforms to $C1A$ exists in nature. This is then combined with similar results for other constraints to get an overall measure of validity $V$.

4.1 Single formalism approaches

Firstly we consider the ways that the models of uncertainty can be used so that the whole problem is modelled using a single formalism, as it would be by any other existing system. Mummu may be used to establish a validity value using each of the following sets of data.

**Point-valued probability:** Table 5 has point values for each of the constraint probabilities $p(Cx.A)$ that are based on the disambiguated sample of eight nucleotide binding domain proteins. The results of this computation are given in the second column of Table 8, and in the first graph in Figure 3, both of which may be found in the Appendix. In the graph each point on the x-axis corresponds to a single set of constraints, with the validity measured up the y-axis. The leftmost point on the x-axis corresponds to the first set of constraints in Table 8.

**Interval-valued probability:** Table 6 has interval values which represent the ambiguity surrounding $F1$ and $F2$ holding. Results using these values are given in the third column of Table 8 and the second graph (reading across the page) in Figure 3. Note that in order to represent intervals graphically, they have been transformed into point values by replacing them with their mid-points. This transformation may be justified (Parsons 1993) by an argument based on maximum entropy. A second set of interval values may be obtained by realising that since the nucleotide binding domain proteins from which Table 2 was obtained are of the same class as the proteins whose structure is being predicted, while the $\alpha/\beta$-sheet proteins are a more general class, we could use the values derived from Table 2 as an upper bound, and those of Table 3 as a lower bound. Since there are two ways of establishing values from Table 2 we have two sets of results and these are given in the fourth and fifth columns of Table 8 and the third and fourth graphs in Figure 3.

**Point-valued evidence theory:** Table 7 gives basic probability assignments for the hypotheses \{F1\}, \{\neg F1\}, \{F1, \neg F1\}, \{F2\}, \{\neg F2\}, and \{F2, \neg F2\}. In addition the values that from Table 6 are...
used as basic probability assignments for the hypotheses \{C1\}, \{\neg C1\}, \{C2\}, \{\neg C2\}, \{C3\}, \{\neg C3\}, \{C5\} and \{\neg C5\}. Evidence theory may be used to propagate these values through the network of Figure 1, and the results are given in the sixth column of Table 8 and the fifth graph of Figure 3. Any belief not assigned to \{V\} is assigned to \{V, \neg V\}, so that for the constraint set \{\}\, bel(\{V, \neg V\}) = 1

**Point-valued possibility theory:** Table 4 gives a set of values which may be used to derive point possibility values for the applicability of the constraints C1 to C5 and F2. Since there is no data for the applicability of F1 it may modelled by setting \(\Pi(\neg F1A) = 1\), as discussed above. This data gives the results in the seventh column of Table 8 and the sixth graph of Figure 3. It should be noted that in this model \(\Pi(V) = 1\) for all sets of constraints, and that, as for all possibilistic models, the graph and the table give the possibility of \(\neg V\). Alternatively one may use the “disambiguated” data of Table 5, which allows point possibilities to be derived for every constraint. The results of using these values are given in the eighth column of Table 8 and the seventh graph of Figure 3.

**Interval-valued possibility theory:** It is also possible to use the “pure” data from Table 6 provided that interval possibility values are used to take account of the interval nature of the data, representing the range of possibility values that may be calculated given the imprecise information available (Parsons 1993). Using Mumm to propagate these values generates the results in the ninth column of Table 8 and the eighth graph of Figure 3. In this model \(\Pi(V) = [1, 1] = 1\) in all cases.

### 4.2 Hybrid approaches

All of the single formalism approaches discussed above have skirted around what in many ways seems to be the natural representation for the problem—one that uses different formalisms. The most accurate data that is available is that for the nucleotide binding domain proteins, and this is split neatly into two parts. There are probabilities (Table 6) that model conformance to C1 to C5, and there is some ambiguous data best modelled in evidence theory (Table 7) that says something about structures that conform to F1 and F2. This suggests that the network of Figure 1 be partitioned into two parts as in Figure 2.

In this network values are propagated according to evidence theory in the right-hand section until a value for the node V1 is established. This value is then translated into a probability interval and combined with the results from the rest of the network to establish overall probabilistic measures of validity. The translation, discussed in detail in (Parsons 1993) uses intervals to model the fact that a belief value may be taken as the lower bound on a probability (Dubois and Prade 1988), thus:

\[
\text{Bel}(x) = n \rightarrow p(x) = [n, 1]
\]  

(1)

The results of using this method are given in the tenth column of Table 8 and the ninth graph of Figure 3.

This is only one way of combining formalisms in this problem. An alternative is to combine the evidence theory model of the ambiguous data about F1 and F2 with the possibility model. Such an integration would be carried out in the network of Figure 2, but with every probability replaced with a possibility based on values from Table 6. The translation is based upon the fact that a belief is a lower bound on a probability while a possibility is an upper bound (Dubois and Prade 1988), so:

\[
\text{Bel}(x) = n \rightarrow \Pi(x) = [n, 1]
\]  

(2)

The results from such an integration are given in the eleventh column of Table 8 and the final graph in Figure 3.

### 5 Discussion

Unfortunately, there is no obvious “gold standard” (Heckerman 1990) against which to compare the results. However, it is possible to suggest a number of criteria for choosing between the approaches based upon the data that they use, the theory that they are based on, and the results that they generate. For instance it would seem sensible to use the data of Table 2 when dealing with nucleotide binding domain proteins, and so the results in the second, third, sixth and eighth to eleventh columns of Table 8 seem most appropriate. These are, of course the results depicted in the first, second, fifth and seventh to tenth
graphs of Figure 3. In this case the choice of which results to adopt will depend on which method of dealing with ambiguity is preferred. The ambiguity may be handled by using “disambiguated” values in which case the results in the second and eighth columns of Table 8, and the first and seventh graphs of Figure 3, apply. Alternatively, an interval representation of the ambiguity may be adopted, in which case the results in the third and ninth columns of Table 8 and second and eighth graphs of Figure 3 should be considered. Finally, the ambiguity may be modelled using evidence theory, in which case the results in the sixth, tenth and eleventh columns, and the fifth, ninth and tenth graphs, are the ones to look at.

If a more general class of proteins are being considered, then the results in the fourth, fifth and seventh columns and third, fourth and sixth graphs may be more appropriate since these are at least partly based upon data from single domain $\alpha/\beta$ sheet proteins. Another means of choosing the best method might be preference for a particular technique. In this case the results in the second column of Table 8 and the first graph of Figure 3 will be preferred by proponents of pure probability measures while those of the sixth column and fifth graph will be adopted by supporters of evidence theory, and those of the seventh and eighth columns and sixth and seventh graphs will be favoured by supporters of possibility theory. Those do not object too strongly to interval methods may settle for the results of the third, fourth, fifth and ninth to eleventh columns (the second, third, fourth and eighth to tenth graphs), and those who prefer the eclectic approach of mixing formalisms should like the results in the tenth and eleventh columns which correspond to the ninth and tenth graphs.

Finally thought might be given to what the results are to be used for, and the choice made on the
basis of which are most useful. In this case it may be of little use having a set of values which contain many identical entries, an argument which with Figure 3 suggests that the results in the second, third, sixth and tenth columns (first, second, fifth and ninth graphs) are less useful than the others since these have a value of 1 for any constraint set containing 81. On the other hand this could be acceptable as a clear indication of the necessity of having structures conformant with C1. A similar argument might rule out the seventh, eighth, ninth and eleventh columns (sixth, seventh, eighth and tenth graphs), which have a value of zero for any constraint set that includes C1. Another way of choosing a method stems from the following argument. The prediction of protein topology by any theoretical means is only a part of the whole process which will also include a practical analysis which will test out the predicted possibilities as far as possible. Clearly, if a tedious set of experiments are required in order to reject each possible structure in a set, it would be advantageous to start with the smallest possible set of structures. This suggests using the number of possible structures associated with a set of constraints as a measure of its validity. Shirazi et al. (1990) supply the number of structures associated with seven of the 64 possible sets of constraints, and the order of these, based upon the number of possible structures, agrees with that obtained from the results in the fourth and fifth columns (third and fourth graphs). The solution ranked ‘first’ is the smallest since it conforms to the largest set of constraints.

6 Conclusions

It is to be hoped that this exploration of different approaches will be useful in several ways. Firstly it extends the comparative study of the use of differing uncertainty handling techniques (Heckerman 1990), (Heckerman and Shwe 1993), (Saffiotti et al. 1994) to cover a new problem. This problem contains a number of different types of uncertainty that must be modelled, and the fact that different models seem appropriate from different points of view provides empirical evidence for the validity of work on the different models. In addition, since no model seems to naturally model every aspect of the uncertainty, the protein topology problem provides motivation for working on using the different models in combination in the same problem. Further to this motivation, this paper has suggested some means of combining different methods within one problem, and, using results generated using the implementation of this work in the Mummu system, has discussed the use of combinations of formalisms in solving a real problem. Thus the paper has provided some empirical demonstration that using combinations of formalisms is both feasible and useful.
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Figure 3: Results of the experiment in assessing the validity of sets of constraints
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