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We envision a rational cacophony of “numberless infinities” of autonomous software
agents engaged in dialogue and argument with each other, debating automatically
every topic which humans now discuss and many we do not. This note presents the
major elements we believe are necessary for the achievement of this vision, and
outlines the progress already made — by ourselves and others — towards its
realization. We begin with adiscussion as to why we believe argumentation is
essential to modeling of autonomous agent interactions.

Much research to date in interaction between autonomous software agents has
focused on negotiation, and has used economic auction and game-theoretic
mechanisms as the enabling technology (Jennings et al. 2001). Perhaps this is
understandable given the recent attention paid to electronic commerce and the
computational and theoretical challenges involved even in designing simple auction
mechanisms. Yet, most everyday human interactions do not involve negotiation;
indeed, even for those which do, the participants typically spend more time engaged
in relevant dialogue before, during and subsequent to the transaction than in actually
exchanging offers with each other. Participants to a negotiation even engage in
relevant dialogue with others not party to the potential transaction, a fact which has
led marketing theorists to study what they call word-of-mouth influences on consumer
decision-making, e.g., Czepiel 1974.

It is interesting to ask why this is so: why do human parties to a negotiation exchange
more than the simple acceptances and rejections permitted in most auction
mechanisms? A key reason is that human participants rarely, if ever, satisfy one of
the central tenets of the classical economic models of decision-making (Lindley
1985): they do not usually begin a decision process with pre-determined preferences
and utility valuations, but instead these are formed (either partially or completely) in
the very process of undertaking the transaction (Searle 2001). In addition, even
those participants with predetermined beliefs and preferences are rarely perceived by
other participants to hold their views fixedly, thus leading to attempts by those others
to persuade them to change their views. These acts of attempted persuasion occur
because one party believes the other able and willing to change his or her mind, and
that, with such a change, there is a greater chance of successful resolution of the
issue being discussed.

We may assume that rational participants to an interaction would not change their
minds without receipt of additional information, that is, that they would not change



their beliefs, preferences or intentions on the basis merely of whim or malice. With
this assumption, the transmission of relevant information between the participants
becomes a key determinant of the successful resolution of an interaction, and hence,
information-transmission needs to be enabled by the interaction protocol used by the
participants. A weakness of economic auction mechanisms as interaction protocols
is that they typically permit only limited information to be transmitted between the
parties.!  Negotiation protocols based on argumentation, however, enable the
transmission of considerably more information between the participants, and in a
manner which is rational and coherent.

These ideas have greater importance if we extend the remit of interaction beyond
negotiation, viewing the latter (following Walton and Krabbe 1995) as dialogue
concerning the division of some scarce resource. Agents (or humans) engaged in
joint deliberation to decide a course of action, for example, may each have different
knowledge, none of which is complete but all of which is germane to the problem;
achievement of a common joint intention may only be possible by coherent sharing of
this distributed knowledge, as is the case for the room-furnishing agents of Parsons
et al. 1998. Because theories of argumentation apply to a wider class of discourses
than negotiation dialogues, they are capable of supporting these other types of
interaction; auction mechanisms, in contrast, appear limited to negotiations.

To achieve our vision of a cyber-world of multitudes of automatically arguing agents,
a number of distinct components will have to be created and assembled. The first of
these will be languages for argument and dialogue, which specify locutions and
define syntactical rules for their use. The development of standardised general agent
communications languages has been the focus of considerable effort in computer
science; see Labrou et al. 1999 for a review. We have instead approached the task
by defining application-specific protocols for particular types of interactions, protocols
which may be seen as examples of electronic institutions (Noriega & Sierra 1997).
We have done this using formal dialogue games, taken from philosophy, in which two
or more players “move” by uttering locutions according to some defined rules.
Dating at least from the time of Aristotle, dialogue games have been used by
contemporary philosophers to study fallacious modes of reasoning (Hamblin 1970)
and as a game-theoretic emantics for intuitionistic and classical logic (Lorenzen &
Lorenz 1978), and quantum logic (Mittelstaedt 1979). Within Artificial Intelligence
they have been applied to: modeling complex reasoning, for instance, in legal
domains (Bench-Capon et al. 2000); human-computer interaction (Bench-Capon et
al. 1991); and for the design of computational protocols for autonomous agent
interactions. Examples of dialogue-game agent protocols include systems for: team-
formation (Dignum et al. 2000); information-seeking dialogues, where one agent
seeks the answer to a question from others believed to know it (Hulstijn 2000);
persuasion dialogues, where one agent seeks to persuade another to endorse some
proposition or plan of action (Dignum et al. 2001); negotiation dialogues, where
agents discuss how to divide some scarce resource (Amgoud et al. 2000);
deliberation dialogues, where agents collaborate to decide a course of action in some
situation (Hitchcock et al. 2001); and inquiry dialogues, where agents jointly seek the
answer to some unknown question (McBurney & Parsons 2001b).

! Participants to negotiations may exercise considerable creativity in overcoming the limited
capabilities for information transmission of an auction mechanism, as was seen in the
possibly collusive behaviour of bdders in the US Federal Communications Commision’s PCS
spectrum auctions of 1994—1995 (Cramton & Schwarz 2000).



A second requirement for our vision will be mechanisms “in the heads” of
participating agents for interpreting locutions uttered in a dialogue and choosing
appropriate responses, both single locutions and strategically. For negotiation
dialogues, we have proposed mechanisms based on models adopted from the
marketing theory of consumer decision-making (McBurney et al. 2003). Similar
generative mechanisms have been proposed in recent agent negotiation
architectures which do not use argumentation, e.g. Faratin 2000. An important
question is the extent to which such semantic mechanisms can ever be fully verified,
since a sufficiently-clever agent will always be able to simulate insincerely any
semantic requirement (Wooldridge 2000). Recent work has proposed the use of a
social semantics (Singh 2000), effectively public statements of private mental states
such as beliefs and intentions, to ensure all participants assign the same meaning to
syntactical statements. Of course, duplicitous agents will still be able to make false
declarations of such social commitments.

A third requirement will be for mechanisms to decide to initiate or to enter dialogues
of particular types on particular subjects at particular times. For this task, research in
computational linguistics linking dialogue locutions with the beliefs and intentions of
participants is likely to be relevant. For example, the model of human dialogues of
Grosz & Sidner 1986 identifies a purpose for the discourse and purposes for
subsidiary segments of the discourse. As the dialogue proceeds, these purposes are
jointly recognized by the participants (or not) and then achieved by means of
discussion (or not), thus leading to closure or to subsequent dialogue segments and
dialogues.

Fourthly, we will require formal rules of encounter and procedure, the argumentation
equivalent of auction mechanisms. Examples of such systems of rules include:
Robert’s rules of order for public meetings (Robert 1986); Alexy’s rules for discourses
over ethical and moral questions (Alexy 1978/1990); and Hitchcock’s principles for
rational mutual inquiry (Hitchcock 1991). Because, as we argued above, the value of
argumentation in agent interactions lies essentially in the ability and willingness of
participants to change their beliefs, desires and intentions, then argumentation-based
systems must permit participants to undergo self-transformation (Forrester 1999); i.e.
agents must be permitted to change their mental states. But to do this rationally and
coherently requires rules for making assertions, for questioning and contesting
assertions, and for justifying and retracting prior assertions. Thus, a system of
dialogue between rational agents requires an explicit theory of argumentation and
rules of encounter. Some work has been undertaken to develop computational
versions of such rules, e.g. Prakken & Gordon 1999, but the only dialogue-game
agent communications protocol known to us which has been shown formally to
comply with explicit rules of encounter is our own protocol for joint reasoning in
scientific domains (McBurney & Parsons 2001b).

A fifth requirement for our vision are coherent models of complex dialogues, such as
dialogues undertaken in sequence and in parallel, and embeddings of one dialogue
inside another. An essential step towards this was the partial typology of six basic
types of human dialogues developed by Walton and Krabbe (1995), which
categorizes dialogues according to the dialogue purpose, the initial information
known to each participant and their respective intentions. Building on this typology,
Reed (1998) proposed a computational formalism to represent complex combinations
of the basic types. A second computational model for complex dialogues is our
dynamic modal formalism (McBurney & Parsons 2002). Before such formalisms can
be applied, a better understanding of their properties, such as their computational
complexity, will be required.



A final requirement is a formal theory of dialogue protocols within which to compare
one protocol with another. Currently, potential users of on-line auction systems are
faced with choosing between auctions conducted under different rules and
procedures. The same problem will confront intending users of dialogue protocols.
When are two dialogue protocols the same? How similar are two different protocols?
When is one protocol better than another? In what sense, and for what purpose?
These questions will be increasingly important as agent system proliferate and more
dialogue protocols are developed. In order to answer such questions, we have
begun to develop a mathematical representation — what computer scientists call a
denotational semantics — for dialogues and dialogue protocols (McBurney & Parsons
2004b).

Given a formal theory of dialogue-game agent interaction protocols, we should be
able to use this to articulate a set of evaluation criteria for protocols, providing
guidance to both designers and potential users. We have presented first lists of
evaluation criteria (McBurney, Parsons & Wooldridge 2002, Rehg et al. 2004),
drawing on our protocol design experience, and informed by criteria proposed for the
design and assessment of automated auction mechanisms. However, the economic
problems for which auction mechanisms have been designed can usually assume
the existence of a common unit of inter-personal utility comparison, namely money.
Consequently, the criteria proposed for assessment of auction mechanisms have
emphasized the assessment of outcomes rather than the assessment of procedures
used to reach those outcomes. In contrast, many decisions, especially those in
public policy domains, have possible outcomes which are not comparable, as
comparison requires inter-personal utility assessments. For example, to assess
whether banning cigarette smoking would be a desirable policy would require
comparison of the disutilities to one set of individuals, current and future smokers,
with the utilities to others, non-smokers; to add to the comparison difficulty, some of
these individuals are as yet unborn. That many decisions result in incommensurable
outcomes leads us to believe that we also require formal theories of decision-process
rationality to complement the decision-outcome rationality defined by maximum-
expected-utility in classical decision theory (Lindley 1985). Recent research in
argumentation (e.g., Wohlrapp 1998), in political science (e.g., Renn et al. 1995) and
in economics (e.g., Sen 2002), may lead to a theory of rational decision-processes,
and may guide the design of dialogue protocols for public policy domains, as in
McBurney & Parsons 2001a.

As is clear from this list of requirements, the realization of our vision will draw on
contributions from argumentation, computer science, decision theory, economics,
linguistics, marketing theory, philosophy, political science, pure mathematics,
rhetorical theory and sociology. While achievement of our vision presents significant
theoretical and practical challenges, the fact that so many areas of human thought
are involved is why we find this research area so exciting.
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