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tThis paper studies argumentation-based dialogues between agents. Itde�nes a set of lo
utions by whi
h agents 
an trade arguments, a setof agent attitudes whi
h relate what arguments an agent 
an build andwhat lo
utions it 
an make, and a set of proto
ols by whi
h dialogues 
anbe 
arried out. The paper then 
onsiders some properties of dialoguesunder the proto
ols, in parti
ular termination, dialogue out
omes, and
omplexity, and shows how these relate to the agent attitudes.1 Introdu
tionWhen building multi-agent systems, we take for granted the fa
t that the agentswhi
h make up the system will need to 
ommuni
ate. They need to 
ommu-ni
ate in order to resolve di�eren
es of opinion and 
on
i
ts of interest, worktogether to resolve dilemmas or �nd proofs, or simply to inform ea
h other ofpertinent fa
ts. Many of these 
ommuni
ation requirements 
annot be ful�lledby the ex
hange of single messages. Instead, the agents 
on
erned need to be�This is a revised and expanded version of [31℄.1



able to ex
hange a sequen
e of messages whi
h all bear upon the same subje
t.In other words they need the ability to engage in dialogues. As a result of thisrequirement, there has been mu
h work on providing agents with the ability tohold su
h dialogues | for example by Dignum and 
olleagues [8, 9℄, Grosz andKraus [15℄, Parsons and Jennings [28, 30℄, Reed [37℄, S
hroeder et al. [40℄, andSy
ara [42℄.Reed's work built on an in
uential model of human dialogues due to argu-mentation theorists Doug Walton and Erik Krabbe [45℄, and we also take theirdialogue typology as our starting point. Walton and Krabbe set out to analyzethe 
on
ept of 
ommitment in dialogue, so as to \provide 
on
eptual tools forthe theory of argumentation" [45, page ix℄. This led to a fo
us on persuasiondialogues, and their work presents formal models for su
h dialogues. In at-tempting this task, they re
ognized the need for a 
hara
terization of dialogues,and so they present a broad typology for inter-personal dialogue. They makeno 
laims for its 
omprehensiveness.Their 
ategorization identi�es six primary types of dialogues and three mixedtypes. The 
ategorization is based upon: �rstly, what information the parti
-ipants ea
h have at the 
ommen
ement of the dialogue (with regard to thetopi
 of dis
ussion); se
ondly, what goals the individual parti
ipants have; and,thirdly, what goals are shared by the parti
ipants, goals we may view as those ofthe dialogue itself. As de�ned by Walton and Krabbe, the six primary dialoguetypes are (re-ordered from [45℄):Information-Seeking Dialogues: One parti
ipant seeks the answer to somequestion(s) from another parti
ipant, who is believed by the �rst to knowthe answer(s).Inquiry Dialogues: The parti
ipants 
ollaborate to answer some question orquestions whose answers are not known to any one parti
ipant.Persuasion Dialogues: One party seeks to persuade another party to adopt abelief or point-of-view he or she does not 
urrently hold. These dialoguesbegin with one party supporting a parti
ular statement whi
h the otherparty to the dialogue does not, and the �rst seeks to 
onvin
e the se
ondto adopt the proposition. The se
ond party may not share this obje
tive.Negotiation Dialogues: The parti
ipants bargain over the division of somes
ar
e resour
e in a way a

eptable to all, with ea
h individual partyaiming to maximize his or her share. The goal of the dialogue may be in
on
i
t with the individual goals of ea
h of the parti
ipants.1Deliberation Dialogues: Parti
ipants 
ollaborate to de
ide what 
ourse ofa
tion to take in some situation. Parti
ipants share a responsibility tode
ide the 
ourse of a
tion, and either share a 
ommon set of intentionsor a willingness to dis
uss rationally whether they have shared intentions.1Note that this de�nition of negotiation is that of Walton and Krabbe. Arguably negotia-tion dialogues may involve other issues besides the division of s
ar
e resour
es.2



Eristi
 Dialogues: Parti
ipants quarrel verbally as a substitute for physi
al�ghting, with ea
h aiming to win the ex
hange. We in
lude Eristi
 dia-logues here for 
ompleteness, but we do not dis
uss them further.In previous work [3, 6℄, we began to investigate how these di�erent types ofdialogue 
an be 
aptured using a formal model of argumentation. Here weextend this work, examining some of the possible forms of information seeking,inquiry and persuasion dialogues that are possible, and identifying how theproperties of these dialogues depend upon the properties of the agents engagingin them.Note that, despite the fa
t that the types of dialogue we are 
onsideringare drawn from the analysis of human dialogues, we are only 
on
erned herewith dialogues between arti�
ial agents. Unlike [16℄ for example, we 
hoose tofo
us in this way in order to simplify our task|doing this allows us to dealwith arti�
ial languages and avoid mu
h of the 
omplexity inherent in naturallanguage dialogues. This issue is dis
ussed in more depth in Se
tion 8.2 Ba
kgroundIn this se
tion we brie
y introdu
e the formal system of argumentation whi
hforms the ba
kbone of our approa
h. This is inspired by the work of Dung[11℄ but goes further in dealing with preferen
es between arguments. Furtherdetails are available in [1℄. We start with a possibly in
onsistent knowledge base� with no dedu
tive 
losure. We assume � 
ontains formulas of a propositionallanguage L. ` stands for 
lassi
al inferen
e and � for logi
al equivalen
e. Anargument is a proposition and the set of formulae from whi
h it 
an be inferred:De�nition 1 An argument is a pair A = (H ; h) where h is a formula of L andH a subset of � su
h that:1. H is 
onsistent;2. H ` h; and3. H is minimal, so no subset of H satisfying both 1. and 2. exists.H is 
alled the support of A, written H = Support(A) and h is the 
on
lusionof A written h = Con
lusion(A).We talk of h being supported by the argument (H ; h).In general, sin
e � is in
onsistent, arguments in A(�), the set of all argu-ments whi
h 
an be made from �, will 
on
i
t, and we make this idea pre
isewith the notion of under
utting:De�nition 2 Let A1 and A2 be two arguments of A(�). A1 under
uts A2 i�9h 2 Support(A2) su
h that h � :Con
lusion(A1).3



In other words, an argument is under
ut if and only if there is another argumentwhi
h has as its 
on
lusion the negation of an element of the support for the�rst argument.To 
apture the fa
t that some fa
ts are more strongly believed2 we assumethat any set of fa
ts has a preferen
e order over it (other approa
hes to quan-tifying belief, su
h as probability, 
ould also be used in 
onjun
tion with ourapproa
h). We suppose that this ordering derives from the fa
t that the knowl-edge base � is strati�ed into non-overlapping sets �1; : : : ;�n su
h that fa
ts in�i are all equally preferred and are more preferred than those in �j where j > i .The preferen
e level of a nonempty subset H of �, level(H ), is the number ofthe highest numbered layer whi
h has a member in H .De�nition 3 Let A1 and A2 be two arguments in A(�). A1 is preferred to A2a

ording to Pref i� level(Support(A1)) � level(Support(A2)).By�Prefwe denote the stri
t pre-order asso
iated with Pref . If A1 is preferredto A2, we say that A1 is stronger than A2.This is 
learly a very restri
ted notion of how to handle preferen
es. Otherapproa
hes to handling preferen
es, whi
h 
ould also be used along with ourapproa
h, are surveyed in [10℄, and we dis
uss how this argumentation system
an be extended with a more 
exible notion of preferen
es in [5℄ (whi
h alsoallows arguments for and against preferen
es themselves). We sti
k with thesimple model here for ease of exposition, noting that nothing in the rest of thepaper hinges upon it|what is required for the argumentation system is a notionof preferen
e, the use made of this notion does not depend upon the way thatpreferen
es are represented.We 
an now de�ne the argumentation system we will use:De�nition 4 An argumentation system (AS) is a triple hA(�);Under
ut ;Pref isu
h that:� A(�)is a set of the arguments built from �,� Under
ut is a binary relation representing the defeat relationship betweenarguments, Under
ut � A(�) �A(�), and� Pref is a (partial or 
omplete) preordering on A(�)�A(�).The preferen
e order makes it possible to distinguish di�erent types of relationbetween arguments:De�nition 5 Let A1, A2 be two arguments of A(�).� If A2 under
uts A1 then A1 defends itself against A2 i� A1 �Pref A2.Otherwise, A1 does not defend itself.2Here we only deal with beliefs, though the approa
h 
an also handle desires and intentions[6, 30℄ and 
ould be extended to 
ope with other mental attitudes.4



� A set of arguments S defends A i�: 8 B under
uts A and A does notdefend itself against B then 9 C 2 S su
h that C under
uts B and B doesnot defend itself against C .Hen
eforth, CUnder
ut;Pref will gather all non-under
ut arguments and argu-ments defending themselves against all their under
utting arguments. In [2℄,it was shown that the set S� of a

eptable arguments of the argumentationsystem hA(�);Under
ut ;Pref i is the least �xpoint of a fun
tion F :S � A(�)F(S) = f(H ; h) 2 A(�)j(H ; h) is defended by SgDe�nition 6 The set of a

eptable arguments for an argumentation systemhA(�);Under
ut ;Pref i is: S� =[F i�0(;)Note that sin
e: F0(;) = CUnder
ut ;Prefit follows that: S� = CUnder
ut;Pref [ h[F i�1(CUnder
ut ;Pref )iAn argument is a

eptable if it is a member of the a

eptable set. If the argument(H ; h) is a

eptable, we talk of there being an a

eptable argument for h, andwe say that the proposition h is a

eptable to an agent that has an a

eptableargument for it. An a

eptable argument is one whi
h is, in some sense, provensin
e all the arguments whi
h might undermine it are themselves undermined.It should be stressed that our 
hoi
e of this parti
ular argumentation systemas a basis for the models of dialogue dis
ussed below was somewhat arbitrary(it was the system that the third author studied in her Ph.D. thesis, and so isone that we are familiar with). What is important is that it has a notion ofwhat an argument is, a notion of the strength of an argument, and a notion ofan argument being a

eptable|these are features that 
ontrol the ex
hange oflo
utions in a dialogue. Any other argumentation system that has su
h features
ould be used as the basis of the dialogue systems dis
ussed here without theneed to 
hange any of the te
hni
al details, albeit with the side e�e
t of possibly
hanging some of the properties of the systems.3 Lo
utionsAs in our previous work [3, 6℄, agents use the argumentation me
hanism de-s
ribed above as a basis for their reasoning and their dialogues. Agents de
idewhat they themselves know by determining whi
h propositions they have a
-
eptable arguments for. They trade propositions for whi
h they have a

eptable5



arguments, and a

ept propositions put forward by other agents if they �nd thatthe arguments are a

eptable. As dis
ussed in [4℄ this gives argumentation-baseddialogues a so
ial semanti
s in the sense of Singh [41℄|when agents assert some-thing, they are 
ommitted to ba
k up that something by giving the argumentfor it. The exa
t lo
utions and the way that they are ex
hanged de�ne a formaldialogue game whi
h agents engage in.Dialogues are assumed to take pla
e between two agents, whi
h we will
all P and C 3. Ea
h agent has a knowledge base, �P and �C respe
tively,
ontaining their beliefs. In addition, following Hamblin [17℄ ea
h agent hasa further knowledge base, a

essible to both agents, 
ontaining 
ommitmentsmade in the dialogue. These 
ommitment stores are denoted CS (P) and CS (C )respe
tively, and in this dialogue system (unlike that of [6℄ for example) anagent's 
ommitment store is just a subset of its knowledge base. Note that theunion of the 
ommitment stores 
an be viewed as the state of the dialogue ata given time. Ea
h agent has a

ess to their own private knowledge base andboth 
ommitment stores. Thus P 
an make use ofhA(�P [ CS (C ));Under
ut ;Pref i4and C 
an make use ofhA(�C [ CS (P);Under
ut ;Pref iWe denote the set of all arguments A(�P [ CS (C )) by A(P ;C ).All the knowledge bases 
ontain propositional formulas and are not 
losedunder dedu
tion, and all are strati�ed by degrees of belief as dis
ussed above.Here we assume that these degrees of belief are stati
 and that both the playersagree on them. As with the model of preferen
es itself, this is a very restri
tiveassumption, but on
e again we will sti
k with it for ease of expli
ation. Else-where [5℄ we have dis
ussed how to 
ombine di�erent sets of preferen
es, and itis also possible to have agents modify their beliefs on the basis of the reliabilityof their a
quaintan
es [27℄.With this ba
kground, we 
an present the set of dialogue moves that we willuse. For ea
h move, we give what we 
all rationality rules, dialogue rules, andupdate rules. These are based on the rules suggested by [23℄ whi
h, in turn, werebased on those in the dialogue game DC introdu
ed by Ma
Kenzie [22℄. Therationality rules spe
ify the pre
onditions for making the move. Unlike thosein [3, 6℄ these are not absolute, but are de�ned in terms of the agent attitudesdis
ussed in Se
tion 4. The update rules spe
ify how 
ommitment stores aremodi�ed by the move.In the following, player P addresses move i of the dialogue to player C. The�rst move of the dialogue is move 1, CS0(P) = ;, CS0(C ) = ;, and P and Cstri
tly alternate. (A more formal des
ription of the dialogue may be found in[5℄.) We start with the assertion of fa
ts:3The names stemming from the study of persuasion dialogues|P argues \pro" some propo-sition, and C argues \
on".4Whi
h, of 
ourse, is the same as hA(�P [ CS(P) [ CS(C ));Under
ut ;Pref i.6



assert(p) where p is a propositional formula.rationality the usual assertion 
ondition for the agent.update CSi (P) = CSi�1(P) [ fpg and CSi (C ) = CSi�1(C )Here p 
an be any propositional formula, as well as the spe
ial 
hara
ters U andPA, dis
ussed below.assert(S) where S is a set of formulas representing the support of an argu-ment.rationality the usual assertion 
ondition for the agent.update CSi (P) = CSi�1(P) [ S and CSi (C ) = CSi�1(C )The 
ounterpart of these moves are the a

eptan
e moves:a

ept(p) p is a propositional formula.rationality the usual a

eptan
e 
ondition for the agent.update CSi (P) = CSi�1(P) [ fpg and CSi (C ) = CSi�1(C )a

ept(S) S is a set of propositional formulas.rationality the usual a

eptan
e 
ondition for every s 2 S .update CSi (P) = CSi�1(P) [ S and CSi (C ) = CSi�1(C )There are also moves whi
h allow questions to be posed.
hallenge(p) where p is a propositional formula.rationality ;update CSi (P) = CSi�1(P) and CSi (C ) = CSi�1(C )A 
hallenge is a means of making the other player expli
itly state the argumentsupporting a proposition. This lo
ution 
ould easily be named \explain", butwe inherit \
hallenge" from DC, and keep the name to make the heritage 
lear.A question 
an be used to query the other player about any proposition.question(p) where p is a propositional formula.rationality ;update CSi (P) = CSi�1(P) and CSi (C ) = CSi�1(C )
7



We refer to this set of moves as the setM0DC sin
e they are a variation on the setMDC from [3℄|the main di�eren
e from the latter is that there are no \dialogue
onditions" to spe
ify the proto
ol. Instead we expli
itly de�ne the proto
ol forea
h type of dialogue in Se
tion 5. The lo
utions in M0DC are similar to thosedis
ussed in legal reasoning [13, 34℄ and, unlike in some dialogue systems, thereis no retra
t lo
ution. Note that these lo
utions are ones used within dialogues|further lo
utions su
h as those dis
ussed in [25℄ would be required for agents toagree to engage in dialogues, and to agree to swit
h between di�erent kinds ofdialogue.4 Agent attitudesOne of the main aims of this paper is to explore how the kinds of dialoguein whi
h agents engage depend upon features of the agents themselves (as op-posed, for instan
e, to the kind of dialogue in whi
h the agents are engaged orthe information in the knowledge-bases of the agents). In parti
ular, we areinterested in the e�e
t of these features on the way in whi
h agents determinewhat lo
utions 
an be made within the 
on�nes of a given dialogue proto
olthrough the appli
ation of di�ering rationality 
onditions.As is 
lear from the de�nition of the lo
utions, there are two di�erent kindsof rationality 
onditions|one whi
h determines if something may be asserted,and another whi
h determines whether something 
an be a

epted. The formerwe 
all assertion 
onditions, the latter we 
all a

eptan
e 
onditions and talk ofagents having di�erent attitudes whi
h relate to parti
ular 
onditions. We deal�rst with assertion 
onditions. Note that we now name our agents G and H , tomake it 
lear that either G or H 
an be the P or C of the previous se
tion.De�nition 7 An agent may have one of three assertion attitudes. If agent Gis engaged in a dialogue with agent H , then:� If G is 
on�dent, then it 
an assert any proposition p for whi
h there isan argument (S ; p) 2 A(G ;H).� If G is 
areful then it 
an assert any proposition p for whi
h there is anargument (S ; p) if no stronger argument (S 0;:p) exists in A(G ;H).� If G is thoughtful then it 
an assert any proposition p for whi
h there isan a

eptable argument (S ; p) 2 A(G ;H).Thus a thoughtful agent will only put forward propositions whi
h, so far as itknows, are 
orre
t. A 
areful agent will only put forward propositions whi
haren't dire
tly rebutted. A 
on�dent agent won't stop to make either of these
he
ks. Thus thoughtful and 
areful agents might be 
onsidered more dis
rimi-nating informants than their 
on�dent 
ounterparts, but neither 
an be 
onsid-ered more dis
riminating than the other:Proposition 1 Consider an agent G. If G is thoughtful or 
areful, then theassertions it 
an make are a subset of those that it 
ould make were it 
on�dent.8



If G is thoughtful, then the set of assertions it 
an make overlap with those it
ould make were it 
areful.Proof: If G is 
on�dent, it 
an assert any p for whi
h it has an argument (S ; p)that is in A(G ;H ). If G is 
areful, it 
an only assert those ps for whi
h it hasan argument (S ; p) and no stronger argument for :p. These are 
learly a subsetof those for whi
h it has an argument. If G is thoughtful, it 
an only assert p if(S ; p) is in the set S�G[�H . By De�nition 6, S�G[�H 
an in
lude arguments forpropositions p for whi
h there are stronger arguments for :p (just so long asthere are also even stronger arguments whi
h under
ut the arguments for :p),and so the �rst part of the result holds.If there is an argument for p whi
h is both a

eptable and stronger thanany argument for :p, then both a thoughtful G and a 
areful G 
ould assertp. However, it is also possible that the argument for p 
ould be stronger thanany argument for :p and also be under
ut by a stronger argument for someelement of its support whi
h itself is not under
ut. In this 
ase a 
areful G
ould assert p but a thoughtful G 
ould not. Finally, it is possible that there isan argument for :p whi
h is stronger than that for p and is under
ut by a yetstronger argument whi
h is not under
ut. Then a thoughtful G 
ould assert pand a 
areful G 
ould not. 2Given the fa
t that the set of possible assertions in
reases from thoughtful and
areful to 
on�dent, and that, as we shall see, the ease with whi
h these asser-tions 
an be 
omputed in
reases also, it might seem worthwhile also de�ningwhat we might 
all a thoughtless agent, whi
h 
an assert any proposition whi
his either in, or may be inferred from, its knowledge base. However, it is easy toshow that:Proposition 2 The set of non-trivial propositions whi
h 
an be asserted bya thoughtless agent using an argumentation system hA(�);Under
ut ;Pref i isexa
tly the set whi
h 
an be asserted by a 
on�dent agent using the same argu-mentation system.Proof: Consider a 
on�dent agent G and a thoughtless agent H with thesame argumentation system.hA(�);Under
ut ;Pref iG 
an assert exa
tly those propositions that it has an argument for. So byDe�nition 1 it 
an assert any p whi
h it 
an infer from a minimal 
onsistentsubset of �, in
luding all the propositions q in � (these are the 
on
lusionsof the arguments (fqg; q)). H 
an assert any proposition whi
h is either in �(whi
h will be exa
tly the same as those G 
an assert) or 
an be inferred fromit. Those propositions whi
h are non-trivial will be those that 
an be inferredfrom a 
onsistent subset of �. These latter will 
learly be ones for whi
h anargument 
an be built, and so exa
tly those that 
an be asserted by G . 2Thus the idea of a thoughtless agent adds nothing to our 
lassi�
ation.9



At the risk of further overloading some well-used terms we 
an de�ne a

ep-tan
e 
onditions.De�nition 8 An agent may have one of three a

eptan
e attitudes. If agentG is engaged in a dialogue with agent H , then:� If G is 
redulous then it 
an a

ept any proposition p previously assertedby H if (S ; p) 2 A(G ;H).� If G is 
autious then it 
an a

ept any proposition ppreviously assertedby H for whi
h there is an argument (S ; p) 2 A(G ;H) if no strongerargument (S 0;:p) exists in A(G ;H).� If G is skepti
al then it 
an a

ept any proposition p previously assertedby H for whi
h there is an a

eptable argument (S ; p) 2 A(G ;H).Again we 
an identify the relationship between the sets of propositions a
-
eptable to di�erent types of agent.Proposition 3 Consider an agent G. If G is skepti
al or 
autious, then theassertions it 
an a

ept are a subset of those it 
ould a

ept were it 
redulous.If G is skepti
al, then the set of assertions it 
an a

ept overlaps with the set ofassertions it 
ould a

ept were it 
autious.Proof: Consider an agent G su
h that (S ; p) 2 A(G ;H ). By de�nition, ifG is 
redulous, it 
an a

ept any q for whi
h it is presented with an argu-ment (S 0; q). It 
an therefore a

ept :p provided it is given (S 0;:p) even if(S ; p) �Pref (S 0;:p). If G were 
autious, then it would not be able to a

ept:p unless (S 0;:p)�Pref (S ; p). Thus a 
autious agent 
an only a

ept a subsetof the arguments that a 
redulous agent 
an a

ept. If G is skepti
al, it mightnot a

ept :p even if (S 0;:p) �Pref (S ; p), be
ause another argument (S 00; r)might exist whi
h under
uts (S 0;:p) and makes (S 0;:p) una

eptable. Thusa skepti
al agent 
an only a

ept a subset of the arguments that a 
redulousagent 
an a

ept, and the �rst part of the result is proved.If it is presented with an argument for p whi
h is both a

eptable givenwhat it knows and is and stronger than any argument it has for :p, then botha skepti
al G and a 
autious G 
ould a

ept p. However, it is also possiblethat the argument for p 
ould be stronger than any argument G has for :p andalso be under
ut by a stronger argument whi
h G has for some element of itssupport whi
h itself is not under
ut. In this 
ase a 
autious G 
ould a

ept pbut a skepti
al G 
ould not. Finally, it is possible that G has an argument for:p whi
h is stronger than that for p and is under
ut by a yet stronger argumentwhi
h is not under
ut. Then a skepti
al G 
ould a

ept p and a 
autious G
ould not. 2Clearly skepti
al agents are more demanding than 
redulous ones in terms ofthe 
onditions they put on a

epting information. Typi
ally, a skepti
al agent10



whi
h is presented with an assertion of p will 
hallenge p to obtain the argumentfor it, and then validate that this argument is a

eptable given what it knows.We 
an 
onsider even more demanding agents. For example, we 
an imagine aquerulous agent whi
h will only a

ept a proposition if it 
an not only validatethe a

eptability of the argument for that proposition, but also the a

eptabilityof arguments for all the propositions in that argument, and all the propositionsin those arguments, and so on. However, it turns out that:Proposition 4 The set of propositions a

eptable to a skepti
al agent usingan argumentation system hA(�);Under
ut ;Pref i is exa
tly the same as the setof propositions a

eptable to a querulous agent using the same argumentationsystem.Proof: Consider a skepti
al agent G and a querulous agent H with the sameargumentation system. By de�nition, G 
an a

ept any proposition p whosesupport S is either not atta
ked by any argument whi
h is built from �, oris defended by an argument whi
h is part of the a

eptable set of A(�). Inother words, G will only a

ept p if all the s 2 S are themselves supported bya

eptable arguments (whi
h might just be (fsg; s) if there is no argument for:s). This is exa
tly the set of 
onditions under whi
h H will a

ept p. 2In other words on
e we require an argument to be a

eptable, we also requirethat any proposition whi
h is part of the support for that argument is alsoa

eptable. Thus the notion of a querulous agent adds nothing to our 
lassi�-
ation.Sin
e agents will typi
ally both assert and a

ept propositions during a di-alogue, both their assertion attitudes and their a

eptan
e attitudes need tobe spe
i�ed. We write ha

epti=hasserti to denote an agent with a

eptan
eattitude ha

epti and assertion attitude hasserti. With a pair of agents thatare skepti
al/thoughtful, we re
over the rationality 
onditions of the dialoguesystem in [3℄.5 Dialogue typesWith the agent attitudes spe
i�ed, we 
an begin to look at di�erent types ofdialogue in detail giving proto
ols for ea
h. Note that these are very simpleproto
ols, intentionally so. Indeed they are the simplest proto
ols we 
an thinkof that meet the 
riteria for the di�erent types of dialogue laid down by Wal-ton and Krabbe. As a result these proto
ols are very rigid, and more 
exibleproto
ols will very likely be required. However, what we aim to do here is toestablish a baseline by looking at the properties of these simple proto
ols beforegoing on to examine the properties of more 
omplex proto
ols (su
h as those wehave de�ned in [24℄).An important feature 
ommon to all these proto
ols is that if an agentrepeats a lo
ution, then the dialogue terminates. We 
all proto
ols with thisfeature non-
ir
ular proto
ols. 11



5.1 Information-seekingIn an information seeking dialogue, one parti
ipant seeks the answer to somequestion from another parti
ipant. If the information seeker is agent A andthe other agent is B (again the name 
hange distinguishes these agents, whi
hplay parti
ular roles in a dialogue, from G and H , whi
h 
an take any role),then we 
an de�ne the proto
ol IS for an information seeking dialogue abouta proposition p as follows:1. A asks question(p).2. B replies with either assert(p) or assert(:p) if it 
an, and assert(U) ifit 
annot. Whi
h response is given will depend upon the 
ontents of itsknowledge-base and its assertion attitude5. U indi
ates that, for whateverreason B 
annot give an answer.3. A either a

epts B 's response, if its a

eptan
e attitude allows, or 
hallenges.U 
annot be 
hallenged and as soon as it is asserted, the dialogue termi-nates without the question being resolved.4. B replies to a 
hallenge with an assert(S ), where S is the support of anargument for the last proposition 
hallenged by A.5. Go to 3 for ea
h proposition in S in turn.6. A a

epts p if its a

eptan
e attitude allows.Note that A a

epts whenever possible, and is only able to 
hallenge whenunable to a

ept|\only" in the sense of only being able to 
hallenge then and
hallenge being the only lo
ution other than a

ept that it is allowed to make. Bthen has to give a response if it has one. All of these seem to us to be reasonable
onditions. More 
exible dialogue proto
ols are allowed, as in [3℄, but at the
ost of possibly running forever6.There are a number of interesting properties that we 
an prove about thisproto
ol, some of whi
h hold whatever a

eptan
e and assertion attitudes theagents have, and some of whi
h are more spe
i�
. We have:Proposition 5 When subje
t to 
hallenge(p) for any p it has asserted, a 
on-�dent, 
areful, or thoughtful agent G 
an always respond.Proof: In order to respond to a 
hallenge(p), the agent has to be able to pro-du
e an argument (S ; p). Sin
e, by de�nition, 
on�dent, 
areful and thoughtfulagents only assert propositions for whi
h they have arguments, these arguments
an 
learly be produ
ed if required. This holds even for the propositions in S .5It might even be able to assert both p and :p, in whi
h 
ase it 
hooses one and assertsthat.6The proto
ol in [3℄ allows an agent to interje
t with question(p) for any p at virtuallyany point, allowing two agents to prolong a dialogue inde�nitely by issuing endless questionsabout arbitrary formulae. 12



For a proposition to be in S by De�nition 1 it must be part of a 
onsistent, min-imal subset of �G [CS (H ) (where H is the other agent in the dialogue) whi
hentails p. Any su
h proposition q is the 
on
lusion of an argument (fqg; q) andthis argument is easily generated. 2This �rst result ensures that step 4 
an always follow from step 3, and thedialogue will not get stu
k at that point. It also leads to another result|sin
ewith this proto
ol our agents only put forward propositions whi
h are ba
kedby arguments, a 
redulous agent would have to a

ept any proposition assertedby an agent:Proposition 6 A 
redulous agent G operating under proto
ol IS will alwaysa

ept a proposition asserted by a 
on�dent, 
areful or thoughtful agent H .Proof: When H asserts p, G will initially 
hallenge it (for p to be a

eptableit must be ba
ked by an argument, but no argument has been presented by Hand if G had an argument for p it would not have engaged in the informationseeking dialogue). By Proposition 5, H will always be able to generate su
h anargument, and by the de�nition of its a

eptan
e 
ondition and the proto
olIS , G will then a

ept it. 2This result is 
ru
ial in showing that if A is a 
redulous agent, then the dialoguewill always terminate immediately after B 's �rst assertion, but what if it is moredemanding? Well, it turns out that:Proposition 7 All dialogues 
arried out using non-
ir
ular proto
ols and theset of moves M0DC will terminate.Proof: We have agents with �nite knowledge-bases, a set of lo
utions whi
hare instantiated with some subset of the knowledge-bases, and proto
ols thatterminate the dialogue if an agent repeats itself. If the dialogue does not endbefore every possible lo
ution is made, then it will end on
e the (�nite) set ofpossible lo
utions have all been made on
e. 2This, of 
ourse, does not bound the length of the dialogue very tightly. Sin
eagents are allowed to assert sets of propositions, it is 
on
eivable that an agentG 
an make O(j2�G j) moves before it repeats itself, so a dialogue between Gand another agent H might take as many as O(j2�G[�H j) steps (sin
e as soonas one agent asserts something the other 
an use it in an argument). We 
an getmu
h tighter bounds on the length of the dialogue by 
onsidering the proto
olin detail:Proposition 8 An information-seeking dialogue under proto
ol IS between a
redulous, 
autious or skepti
al agent G and a 
on�dent, 
areful or thoughtfulagent H , where H moves �rst, will always terminate in O(j�H j) moves.Proof: At step 2 of the proto
ol H either replies with p, :p or U . If it isU , the dialogue terminates. G then 
onsiders p. If G is 
redulous, then byProposition 6, G will a

ept the proposition and the dialogue will terminate.13



If G is 
autious, then at step 3, it will either a

ept p, or have a strongerargument for :p. In the former 
ase the dialogue terminates immediately. In thelatter 
ase G will 
hallenge p and by Proposition 5 re
eive the support S . If Gdoesn't have an argument against any of the s 2 S , then they will be a

epted,and this may be enough to make G a

ept p in whi
h 
ase the dialogue willterminate. If not, the only lo
ution that G 
ould utter is 
hallenge(p), and thedialogue terminates. If G does have an argument for the negation of any of thes 2 S , then it will 
hallenge them. As in the proof of Proposition 5 this willprodu
e an argument (fsg; s) from H , and G will not be able to a

ept this anymore than it 
ould a

ept the s initially. G will therefore 
hallenge s , whi
hrepeats its previous lo
ution and so the dialogue will terminate.If G is skepti
al, then the pro
ess will be very similar. At step 3, G will notbe able to a

ept p (for the same kind of reason as in the proof of Proposition 6),so will 
hallenge it and re
eive the support S . This support may mean that Ghas an a

eptable argument for p in whi
h 
ase the dialogue terminates. If thisargument is not a

eptable, then G will 
hallenge the s 2 S for whi
h it has anunder
utting argument. Again, this will produ
e an argument (fsg; s) from Hwhi
h won't make the argument for p a

eptable. G will therefore repeat itslast 
hallenge, and the dialogue will terminate. Sin
e the behaviour of H onlydepends on it having an argument for p or :p, the result holds whether H is
on�dent, 
areful or thoughtful.In the worst possible 
ase, the dialogue will run on until G has examinedall of the s in turn (and either a

epted all of them or a

epted all but one,
hallenged this last, found it una

eptable and then terminated the dialogueunsu

essfully with another 
hallenge), and in the very worst 
ase the S inquestion will be the whole of �H . 2This result gives us mu
h tighter bounds on the number of steps than Propo-sition 7, and, of 
ourse, on average the number of steps will be even less sin
ethe set of propositions in an argument will usually be mu
h less than the wholeknowledge-base of an agent.While this result is a good one, be
ause of the guarantee of qui
k termination,the proof illustrates a limitation of the dialogue proto
ol and the way that theagents handle utteran
es in the dialogue. If G is skepti
al or 
autious, it maynever 
ome to a

ept p whatever H says. That is H may not persuade G to
hange its mind even though it has information whi
h undermines G 's argumentfor :p. The reason for this is that the dialogue proto
ol neither makes G assertinto CS (G) the grounds for not a

epting p (thus giving H the opportunityto atta
k the relevant argument), nor gives H the 
han
e to do anything otherthan assert arguments whi
h support p.This position 
an be justi�ed sin
e IS is intended only to 
apture informa-tion seeking. If we want H to be able to persuade G , then the agents shouldengage in a persuasion dialogue, albeit one that is embedded in an informationseeking dialogue as in [25℄. However, sin
e persuasion dialogues su�er fromsimilar problems, we return to this limitation in Se
tion 5.4.14



5.2 InquiryIn an inquiry dialogue, the parti
ipants 
ollaborate to answer some questionwhose answer is not known to either. There are a number of ways in whi
h onemight 
onstru
t an inquiry dialogue (for example see [24℄). Here we present onesimple possibility. We assume that two agents A and B have already agreedto engage in an inquiry about some proposition p by some 
ontrol dialogue assuggested in [25℄, and from this point 
an adopt the following proto
ol I:1. A asserts q ! p for some q or U .2. B a

epts q ! p if its a

eptan
e attitude allows, or 
hallenges it.3. A replies to a 
hallenge with an assert(S ), where S is the support of anargument for the last proposition 
hallenged by B .4. Goto 2 for ea
h proposition s 2 S in turn, repla
ing q ! p by s .5. B a

epts q ! p if its a

eptan
e attitude allows, or the dialogue termi-nates.6. B asserts q , or r ! q for some r , or U .7. A a

epts the previous assertion if its a

eptan
e attitude allows, or 
hal-lenges it.8. B replies to a 
hallenge with an assert(S ), where S is the support of anargument for the last proposition 
hallenged by B .9. Goto 7 for ea
h proposition s 2 S in turn.10. A a

epts B 's assertion in 6 if its a

eptan
e attitude allows, or the dia-logue terminates.11. If A(CS (A) [ CS (B)) in
ludes an argument for p whi
h both agents'attitude allows them to a

ept, then the dialogue terminates.12. Go to 1, substituting r for p and some t for q .Note also that in step 2, when agent B makes an assertion q ! p then it isbound to not know q (so its assertion is almost 
ounterfa
tual)|if it did knowq , then the initial 
onditions for the inquiry would not be met. However, for allsubsequent steps in the dialogue, the agent making the assertion r ! t mightalso know r . Note also that the proto
ol 
ould equally well have been writtenwith agent B making step 1|the de
ision to make A the �rst agent to movewas arbitrary unlike the 
ase for the information seeking dialogue.This proto
ol is basi
ally a series of implied IS dialogues. First B asks \doyou know of anything whi
h would imply p were it known?". A replies withone, or the dialogue terminates with U . If B does not a

ept the impli
ationas for an information seeking dialogue, the dialogue terminates unsu

essfully.If B does a

ept the impli
ation, A asks \now, do you know q , or any r whi
h15



would imply q were it known?", and the pro
ess repeats until either the pro
essbottoms out in a proposition whi
h both agents agree on and whi
h 
ompletesthe 
hain of impli
ations, or there is no new impli
ation to add to the 
hain.Be
ause of this stru
ture, it is easy to show that:Proposition 9 An inquiry dialogue I between two agents G and H with anya

eptan
e and assertion attitudes will always terminate in O(j�G [�H j) steps.Proof: The dialogue starts with what is e�e
tively an implied IS dialogueand runs exa
tly as in Proposition 8. If it terminates su

essfully (that is witha result other than U or B not a

epting A's assertion), then it is followedwith a se
ond IS dialogue in whi
h the roles of the agents are reversed. Againthis dialogue will runs exa
tly as in Proposition 8, possibly ending with a proofthat is a

eptable to both agents. If this se
ond dialogue does not end with aproof or a U , then it is followed with another IS dialogue in whi
h the rolesof the agents are again reversed. This third dialogue runs just like the �rst.The iteration will 
ontinue until either one of the agents responds with a U , orthe 
hain of impli
ations is ended. One or other will happen sin
e the agents
an only build a �nite number of arguments (sin
e arguments have supportswhi
h are minimal 
onsistent sets of the �nite knowledge base), and agents arenot allowed to repeat themselves. When the iteration terminates, so does thedialogue.Now, from Proposition 8, we know what the worst 
ase length of ea
h of theseiterated dialogues is. Sin
e ea
h 
an in theory involveO(j�G j) or O(j�H j) steps,it might appear that this dialogue 
an run for mu
h longer than one under IS ,running O(j�G j) or O(j�H j) for ea
h impli
ation in the proof. However ea
h ofthe propositions in �G and �H 
an only be asserted on
e at most so, no matterhow many sub-dialogues there are, there 
an be at most O(j�G [�H j) steps. 2This simple proto
ol, like that for information seeking, is 
awed, and this timewe will 
onsider ways to �x the 
aws. One problem is that I may not permita proof to be found even though one is available to the agents if they were tomake a di�erent set of assertions. More pre
isely, we have:Proposition 10 Two agents G and H whi
h engage in a inquiry dialogue forp, using proto
ol I, may �nd the dialogue terminates unsu

essfully even whenA(�G [�H ) provides an argument p whi
h both agents would be able to a

ept.Proof: Assume G has �G = fq ! p; r ! pg and H has �H = frg. Clearlytogether both agents 
an produ
e (fr ; r ! pg; p), and this will be a

eptableto both agents no matter their a

eptan
e attitude, but if G starts by assertingq ! p the agents will never �nd this proof. 2There is another 
aw in the stru
ture of the dialogue. As it stands it assumesthat agents 
an take stri
t turns in 
onstru
ting the proof. If an agent 
annot�ll in a new step in its turn, its only alternative is to to utter U and bring the16



dialogue to an end. More formally this means that there is another kind of 
asethat 
ould prove Proposition 10, namely that in whi
h G has �G = fq ! pgand H has �H = fr ! q ; rg. In our experien
e of inquiry dialogues, albeitones between human agents, it is not unusual for one agent to �ll in severalsteps|indeed it is mu
h more 
ommon than for agents to stri
tly alternate.Of 
ourse, it is possible to design proto
ols whi
h don't su�er from theseproblems, for example by allowing an agent to assert all the r ! q whi
h arerelevant at any point in the dialogue (turning the dialogue into a breadth-�rstsear
h for a proof rather than a depth �rst one) and by allowing agents toexpli
itly \pass" if they 
annot add to the proof. For example we have theproto
ol I 0:1. A asserts either Sifqi ! pg for all qi ! p whi
h its assertion attitudeallows it to assert or PA.2. If A asserts PA, then goto 1 swit
hing agent roles.3. For ea
h i in turn, B a

epts qi ! p if its a

eptan
e attitude allows, or
hallenges it.4. A replies to a 
hallenge with an assert(S ), where S is the support of anargument for the last proposition 
hallenged by B .5. Goto 3 for ea
h proposition s 2 S in turn, repla
ing qi ! p by s .6. B a

epts any of the 
hallenged qi ! p if its a

eptan
e attitude allows.7. If B has a

epted none of the qi ! p then the dialogue terminates.8. B asserts either some qi , or Sj frj ! qig for all rj ! qi that its assertionattitude allows it to assert or PA.9. If B asserts PA, then A asserts PA, qi or rj ! qi for qi ! p. Goto 3repla
ing qi ! p with whatever A asserted.10. For ea
h i in turn, A a

epts rj ! qi if its a

eptan
e attitude allows, or
hallenges it.11. B replies to a 
hallenge with an assert(S ), where S is the support of anargument for the last proposition 
hallenged by A.12. Goto 10 for ea
h proposition s 2 S in turn, repla
ing rj ! qi by s .13. A a

epts any of B 's assertions in 10 that it 
hallenged if its a

eptan
eattitude allows.14. If A has a

epted none of B 's assertions in 10, then the dialogue termi-nates.15. If A(CS (A) [ CS (B)) in
ludes an argument for p whi
h both agents 
ana

ept, then the dialogue terminates su

essfully.17



16. Go to 1, substituting rk for p and tl for qi .The lo
ution PA indi
ates that the agent \passes", and if two are uttered insequen
e then the dialogue terminates. We 
an easily show that:Proposition 11 An inquiry dialogue I 0 between two agents G and H with anya

eptan
e and assertion attitudes will always terminate in O(j�G [�H j) steps.Proof: An inquiry dialogue under I starts like an information seeking dialoguein whi
h the question has already been asked. An inquiry dialogue under I 0starts like a set of information seeking dialogues all with the same initial questionsin
e A 
an reply with a set of answers, and these will run as in Proposition 8.If all terminate without B a

epting any of A's assertions, then the dialogueends unsu

essfully.If there is no PA, and one of the sub-dialogues terminates su

essfully, then itis followed with a se
ond IS dialogue in whi
h the roles of the agents are reversedand B is expe
ted to start a new set of sub-dialogues for every impli
ation thatit a

epted. Again these will run as in Proposition 8, and the sub-dialogue willterminate, possibly with a proof that is a

eptable to both agents. If this se
onddialogue does not end with a proof or a PA, then it is followed with another setof IS dialogues in whi
h the roles of the agents are again reversed. This thirddialogue set runs just like the �rst. The iteration will 
ontinue until one of theagents utters a PA (indi
ating it has nothing else it 
an legally say), one repeatsitself, or the 
hain of impli
ations is ended. One of these things will happensin
e the agents 
an only build a �nite number of arguments (sin
e argumentshave supports whi
h are minimal 
onsistent sets of the �nite knowledge base).Any time that a PA is uttered, the agent that did not utter it be
omes theagent that must assert something. That will either be a PA, or a new step inthe proof (starting a new 
y
le of sub-dialogues, all of whi
h will eventually end(as argued above) with either the 
ompletion of the proof, a repetition or a PA.Thus we will either get two PAs in a row, ending the dialogue unsu

essfully,the proof will be 
ompleted and we will have a su

essful termination, or thedialogue will end unsu

essfully with a repetition.Thus it is 
lear that there is nothing in the proto
ol I 0 that signi�
antlyin
reases the number of steps in the worst 
ase with respe
t to I. There will bemore steps typi
ally, be
ause more assertions of impli
ations will be made, andso there will be more 
hallenges and assertions of grounds. However, the agentsstill terminate the dialogue if they assert the same proposition twi
e, and so
annot in
rease the number of steps above O(j�G [ �H j). 2Although this proto
ol will solve both the problems with I outlined above, itwon't ensure that a proof is found if one exists be
ause only the agent whi
h
urrently \holds the 
oor" is allowed to make assertions, these are restri
ted tothose assertions whi
h 
onne
t to things that have just been uttered, and anagent will only PA if it has nothing to say. Thus a 
riti
al step in the proofmight be passed over if the agent that knows it is not able to utter it at the rightpla
e be
ause the other agent is saying something whi
h, although it 
onne
ts18



to the proof tree the agents are jointly 
onstru
ting, it is not on a path thatultimately leads to a proof. One might, of 
ourse, further improve the proto
olby allowing agents to assert anything whi
h extends the proof tree at any point,but doing this would lead us a bit too far from our aim, whi
h is to look at somesimple proto
ols whi
h allow agents to 
arry out various kinds of dialogue|wenow have two inquiry dialogue proto
ols and any further dialogue would berather more 
omplex than we have set out to de�ne here. It is time to move on.It is worth noting that, as hinted at above, in 
ontrast to the informationseeking dialogue, in any inquiry dialogue the relationship between the agentsis symmetri
al in the sense that both are asserting and a

epting arguments.Thus both an agent's assertion attitude and a

eptan
e attitude 
ome into play.As a result, in the 
ase of a 
on�dent but skepti
al agent, for instan
e, it ispossible for an agent to assert an argument that it would not �nd a

eptableitself. This might seem odd at �rst, but on re
e
tion seems more reasonable(
onsider the kind of inquiry dialogue one might have with a 
hild), not leastwhen one 
onsiders that a 
on�dent assertion attitude 
an be seen as one whi
hresponds to resour
e limitations|assert something that seems reasonable andonly look to ba
k it up if there is a reason (its una

eptability to another agent)whi
h suggests that it is problemati
.5.3 PersuasionIn a persuasion dialogue, one party seeks to persuade another party to adopta belief or point-of-view he or she does not 
urrently hold. The dialogue gameDC, on whi
h the moves in [3℄ are based, is fundamentally a persuasion game,so the proto
ol below results in games whi
h are very like those des
ribed in [3℄.This proto
ol, P , is as follows, where agent A is trying to persuade agent B toa

ept p.1. A asserts p.2. B a

epts p if its a

eptan
e attitude allows, if not B asserts :p if it isallowed to, or otherwise 
hallenges p.3. If B asserts :p, then goto 2 with the roles of the agents reversed and :pin pla
e of p.4. If B has 
hallenged, then:(a) A asserts S , the support for p;(b) Goto 2 for ea
h s 2 S in turn.5. B a

epts p if its a

eptan
e attitude allows, or the dialogue terminates.If at any point an agent 
annot make the indi
ated move, it has to 
on
ede thedialogue game. An agent also 
on
edes the game if at any point there are nopropositions made by the other agent that it hasn't a

epted. If A 
on
edes,19



it fails to persuade B that p is true (and may have been persuaded that :p istrue). If B 
on
edes, then A has su

eeded in persuading it.On
e again the form of this dialogue has mu
h in 
ommon with informationseeking dialogues. The dialogue starts as if B has asked A if p is true, andA's response is handled in the same way as in an IS unless B has a 
ounter-argument in whi
h 
ase it 
an assert it. This assertion is like spinning o� aseparate IS dialogue in whi
h A asks B if :p is true. Sin
e we already have atermination result for IS dialogues, it is simple to show that:Proposition 12 A persuasion dialogue under proto
ol P between two agents Gand H will always terminate in max(O(j�G j);O(j�H j)) steps.Proof: A dialogue under P is just like an information seeking dialogue underIS in whi
h agents are allowed to reply to the assertion of a proposition pwith the assertion of :p as well as the usual responses. Sin
e we know howa dialogue under IS pro
eeds, it suÆ
es to 
onsider how the assertion of :pa�e
ts things. Sin
e the only di�eren
e between the sub-dialogue spawned bythe assertion of :p and an IS dialogue is the possibility of the agent to whi
h :pis asserted asserting p in response, then this is the only way in whi
h the dialogue
an pro
eed di�erently. However, this assertion of p repeats the assertion thatprovoked the :p and so the dialogue terminates immediately.Thus a P dialogue in whi
h G moves �rst will either have H 
hallengingand then end after the examination of the grounds for p by H in a maximumof O(j�G j) steps, or will have H assert :p and then terminate after G hasexamined the grounds for :p in a maximum ofO(j�H j) steps. Thus the dialoguewill terminate in at most max(O(j�G j);O(j�H j)) steps. 2Again there is some symmetry between the agents, but there is also a 
on-siderable asymmetry whi
h stems from the fa
t that A is e�e
tively under aburden of proof so it has to win the argument in order to 
onvin
e B , while Bjust has to fail to lose to not be 
onvin
ed. Thus if A and B are both 
on�-dent/
autious and one has an argument for p and the other has one for :p, andneither argument is stronger than the other, despite the fa
t that the arguments\draw", A will lose the ex
hange and B will not be 
onvin
ed. This is exa
tlythe same kind of behaviour that is exhibited by many persuasion dialogues inthe literature.5.4 Limitations of the proto
olsAs mentioned above, the proto
ols we have dis
ussed here are intentionallysimple. As a result, while the proto
ols 
apture the essential features of thetypes of dialogue as de�ned by Walton and Krabbe [45℄, they have a number oflimitations.The main limitation is the behaviour of the set of steps 
ommon to all thedialogues. One agent asserts a proposition p, the other either immediatelya

epts it, or 
hallenges it and is then fa
ed with a new set of propositionsS . The s 2 S are then individually a

epted or 
hallenged, and the dialogue20



terminates at the end of this ex
hange with either p and S a

epted or withoutp and at least one s having been a

epted (as soon as one s is reje
ted thedialogue must end unsu

essfully).While, as argued above, this is perfe
tly reasonable for information seekingdialogues, it means that only a very limited form of persuasion is possible. ForA to persuade B to a

ept p when B initially a

epts :p, the support for pthat A asserts must all be fa
ts that are higher in the preferen
e order thanany arguments to the 
ontrary that B may possess (sin
e the argument inheritsits strength from its weakest link). If B has any stronger 
ounter-argument,the dialogue ends without A being able to engage B in a persuasion aboutthe grounds for B 's 
ounter-argument. This for
ed termination seems ratherunnatural. Mu
h more natural would be to allow persuasion to 
ontinue in thevein sket
hed above, with agents permitted to engage in this kind of 
ounter-argumentation and even to ba
ktra
k to examine propositions that were assertedseveral moves earlier in the dialogue. This kind of ba
ktra
king would extendthe 
exibility of inquiry dialogues as well, and is one of the things we hope tolook at in the future.This is also the pla
e to note that, of 
ourse, the kind of persuasion we aredealing with here is one that relies on the supply of new information. It allowsus to 
apture the following kind of dialogue (though to 
apture exa
tly thisdialogue would require a slightly di�erent proto
ol):A: I believe that Henry Kissinger is a bad man.B: I believe that Henry Kissinger is not a bad man.A: There is eviden
e that he helped to prolong the Vietnam war and so
aused unne
essary deaths among Ameri
an soldiers and the Vietnamesepopulation in general (to say nothing of the bombing of Cambodia).B: What is your eviden
e for this assertion?A: It is 
ontained in Christopher Hit
hens' book \The Trial of Henry Kissinger"[18℄.B: (after examining the eviden
e in [18℄). I did not know those things. Theyoutweigh my arguments for Kissinger not being a bad man. I now believethat Henry Kissinger is a bad man.However we 
annot handle a similar kind of dialogue in whi
h B initially didknow these fa
ts, thought that an argument based on Kissinger's role as astatesman was stronger than the argument 
on
erning prolonging the war, butwas persuaded to reverse this preferen
e (maybe by an appeal to what B wouldthink if one of the aforementioned deaths was their 
hild). Persuasion dialoguesof this latter kind, however, 
ould be handled by using the dialogue systemde�ned in [5℄. 21



6 Properties of agent attitudesIn this se
tion, we 
onsider the result of the dialogues, in parti
ular with respe
tto the arguments the agents end up a

epting and how these relate to the agents'attitudes. The following results hold for all dialogue types, but, as we will see,some are more appli
able to di�erent types of dialogue, so it is helpful to havea formal means of distinguishing the di�erent types. To do this we need someadditional de�nitions:De�nition 9 An agent is said to entertain a proposition p if it has an argumentA1 for p.De�nition 10 An agent is said to believe a proposition p if it has an argumentA1 for p and this is stronger than any argument A2 for :p.Thus we use the term \believe" in the sense of \believed more strongly than the
ontrary by dire
t proof". We also refer to p being more strongly believed thanq if argument A1 for p is stronger than any argument for q .Note that both this idea of belief and the notion of a

eptability are notsubje
t to the law of the ex
luded middle in the sense that it is quite possiblefor an agent to have neither an a

eptable argument for p nor for :p andto believe neither p nor :p. As we will see below, it is also possible for anagent to believe p but not have an a

eptable argument for it, and for p tobe a

eptable to an agent whi
h does not believe it. In part we make thesedistin
tions be
ause it is 
omputationally simpler (exa
tly how mu
h simplerwill be dis
ussed in Se
tion 7) for agents to identify entertained propositionsthan believed propositions, and to identify believed propositions than a

eptableones. Thus there may be 
omputational advantages to building 
on�dent agentsover thoughtful ones and 
redulous agents over skepti
al ones.We also distinguish:De�nition 11 An agent is said to be sure of a proposition p if it has an argu-ment A1 for p and this is stronger than any under
utting argument A2.These terms allow us to distinguish the di�erent kinds of dialogue. An informa-tion seeking dialogue about p opens with A entertaining neither p nor :p (andthus not believing or having an a

eptable argument for either), while B mayentertain p, :p, both or neither (though A believes that B at least entertainsp or :p). An inquiry opens with neither A nor B entertaining either p or :p.In 
ontrast, a persuasion dialogue opens with one agent having an argument forp that a

ords to its own a

eptan
e 
riterion, and the other either not havingan argument for p that a

ords to its own a

eptan
e 
riterion, or having anargument for :p that a

ords to its own a

eptan
e 
riterion.Clearly these notions are related to ea
h other and also to the notion ofa

eptability:Proposition 13 Consider an agent G with an argumentation system ASG .1. Any proposition that is believed by G is entertained by G.22



2. A proposition that is entertained by G is not ne
essarily believed by G.3. Any proposition that G is sure of is also believed by G.4. A proposition that is believed by G is not ne
essarily one that G is sureof.5. A proposition that is a

eptable to G is not ne
essarily believed by G.6. A proposition that is believed by G is not ne
essarily a

eptable to G.7. Any proposition that G is sure of is also a

eptable to G.8. A proposition that is a

eptable to G is not ne
essarily one that G is sureof.Proof: These properties follow almost immediately from the de�nitions andthe fa
t that an argument 
an be both believed and under
ut:1. For an agent to believe a proposition p, it has to have a stronger argu-ment for it than :p. The agent therefore has an argument for p, and soentertains it.2. An agent whi
h has an argument for a proposition p and a stronger argu-ment for :p will entertain p without believing it.3. For an agent to be sure of a proposition p it has to have a stronger ar-gument for p than any under
utting argument. An argument for :p isan under
utter, so must be weaker than the argument for p. Thus p isbelieved.4. For an agent to believe a proposition p, it has to have a stronger argumentfor it than its negation. However, it 
an have an under
utter whi
h isstronger than the argument for p, and thus the agent is not sure of p.5. For a proposition p to be a

eptable to an agent, the agent has to havea stronger under
utter for any argument whi
h under
uts the argumentfor p. Thus p will be a

eptable if there is an argument for p, a strongerargument for :p, and an even stronger argument whi
h under
uts theargument for :p. In this latter 
ase the agent will not believe p.6. For an agent to believe a proposition p, it has to have a stronger argu-ment for p than :p. However, the agent 
an have an under
utter whi
his stronger than the argument for p, and, if this under
utter is itself notunder
ut by a stronger argument, this will prevent p from being a

ept-able.7. For an agent to be sure of a proposition p it has to have a stronger argu-ment for p than any under
utting argument. This means that the argu-ment defends itself against any under
utter and so is a

eptable, makingp a

eptable to the agent. 23



8. For a proposition p to be a

eptable to an agent, the agent has to have astronger under
utter for any argument whi
h under
uts the argument forp. Thus it p will be a

eptable if there is an argument for p, a strongerargument whi
h under
uts the �rst, and an even stronger argument whi
hunder
uts the se
ond. In this latter 
ase the agent will not be sure of p.Thus the Proposition follows. 2Propositions that an agent is sure of are a spe
ial 
ase of a

eptable propositions|they are ones whi
h only have to be 
he
ked for under
utters. There is no needto look for under
utters of the under
utters (and so on) sin
e the original ar-guments defend themselves. Propositions that an agent is sure of are also aspe
ial 
ase of propositions that are believed|in essen
e they are propositionsfor whi
h every element of their support is believed. We 
ould therefore de-�ne a new \super-thoughtful/super-skepti
al" 
lass of agent whi
h only assertsand a

epts propositions whi
h it is sure of, and we would �nd that it assertsand a

epts propositions whi
h are in the interse
tion between those whi
h 
anbe asserted and a

epted by, respe
tively, thoughtful and 
areful agents andskepti
al and 
autious agents.The 
lassi�
ation of propositions 
an also be related to what agents 
anassert, a result whi
h ties in with Proposition 1:Proposition 14 A 
on�dent agent 
an assert any proposition it entertains,believes, is sure of, or whi
h is a

eptable to it. A 
areful agent 
an assert anyproposition whi
h it believes, or whi
h it is sure of. A thoughtful agent 
an assertany proposition whi
h it is sure of or whi
h is a

eptable to it.Proof: Immediate from the de�nitions of the types of proposition, the de�ni-tion of agent attitudes, and Proposition 13. 2Underlying information seeking dialogues is the idea that agents have a rea-sonably benevolent attitude to one another. Partly this is impli
it in the fa
tthat A is requesting information from B|if B is unhelpful it need never answer.More importantly, perhaps, is the fa
t that B might be able to mislead A. Of
ourse if B grounds its reply in fa
ts that A knows to be untrue then A may nota

ept the reply, but obviously this depends upon its a

eptan
e attitude. Asit turns out, there are a number of situations in whi
h A and B 
an engage inan information seeking dialogue whi
h results in A a

epting an argument whileone or other of them has a stronger argument for the opposite. These dialogues
an be 
onsidered pathologi
al for this reason and so warrant further study. Toinvestigate su
h situations we need the following:De�nition 12 An agent G is said to 
onvin
e an agent H about the truth ofa proposition p if G asserts p and H a

epts it.We say that one agent misleads another if it manages to 
onvin
e the se
ondof something the �rst would not a

ept itself, and we now look to see underwhat 
ir
umstan
es one agent 
an mislead another, easily obtaining some simple24



results whi
h 
larify the situation. Note that here, as throughout the paper, weassume that an assertion p is always immediately followed by an assertion of itssupport.Proposition 15 An agent G 
an 
onvin
e an agent H of p even if H does notbelieve p.Proof: Whatever the assertion type of G it must have an argument (S ; p) inorder to be able to assert p. If H is 
redulous, then by de�nition it will a

eptp and thus be 
onvin
ed. If H is 
autious, then it will be 
onvin
ed if it has noargument (S 0;:p) su
h that (S 0;:p) �Pref (S ; p). Similarly, if H is skepti
al,it will still be 
onvin
ed of p unless it has some argument (S 00; q) su
h that(S 00; q) under
uts (S ; p). 2This result, whi
h is very weak in the sense that it only shows the possibility ofH being 
onvin
ed rather than that H will be 
onvin
ed, holds no matter whata

eptan
e attitude of H . If H is 
redulous, then we 
an get a mu
h strongerresult:Proposition 16 An agent G will always 
onvin
e a 
redulous agent H of peven if H believes :p.Proof: Whatever the assertion type of G it must have an argument (S ; p) inorder to be able to assert p. If H is 
redulous, then by de�nition it will a

eptp and thus be 
onvin
ed, even if it itself has (S 0;:p) su
h that (S 0;:p) �Pref(S ; p). 2Thus, as one might expe
t, allowing an agent to be 
redulous means that itis open to exploitation no matter how well informed it is. However, if H is
autious or skepti
al, then, as the proof of Proposition 15 makes 
lear, it willonly be misled in this way if it has no stronger information to the 
ontrary. Inother words:Proposition 17 An agent G 
an only 
onvin
e a 
autious agent H of p if Hdoes not believe :p more strongly than G, and 
an only 
onvin
e a skepti
alagent H of p if A(�G) [ A(�H ) 
ontains an a

eptable argument for p.Proof: Suppose G asserts (S ; p). By de�nition, a 
autious H 
an only a

eptp if it has no argument (S 0;:p) su
h that (S 0;:p)�Pref (S ; p). Thus a 
autiousH 
an only a

ept p if it does not believe :p. A skepti
al H will only a

eptp if it has an a

eptable argument for it, or one 
an be 
onstru
ted on
e G hasasserted suÆ
ient information to under
ut any under
utters H might have for(S ; p), whi
h will only happen if (S ; p) is in the set of a

eptable arguments ofA(�G) [ A(�H ). 2Note that there is a 
ertain asymmetry in this result whi
h follows from thedi�erent kinds of 
he
k that the di�erent attitudes require and that fa
t thata proposition 
an be believed but not a

eptable to a given agent, and 
an bea

eptable but not believed. In fa
t we 
an easily see that:25



Proposition 18 An agent G 
an 
onvin
e a skepti
al agent H of p even if Hbelieves :p, and 
an 
onvin
e a 
autious agent H of p even if A(�G) [A(�H )does not 
ontain an a

eptable argument for p.Proof: Both of these possibilities follow dire
tly from the a

eptan
e attitudesof the types of agent and the results in Proposition 13. 2Thus, taking the obvious 
orollary, even agents whi
h try to ensure the qualityof information they are given 
an be misled when they don't have the rightinformation with whi
h to 
he
k what they are told or don't apply this informa-tion in the right way (be
ause of their a

eptan
e attitude). This is parti
ularlyimportant in information seeking and inquiry dialogues sin
e, by de�nition, insu
h dialogues the agents whi
h initiate the dialogue do not have this informa-tion. Indeed, in information seeking dialogues under I or I 0, Propositions 15{18show that the dialogue may terminate with the agent whi
h initiated the dia-logue being 
onvin
ed of something whi
h it would not assert itself.This, of 
ourse, does not amount to misleading as we have de�ned it sin
e thede�nition in
ludes the proviso that the agent whi
h is asserting the propositionin question would not a

ept it itself, so we have to look a bit further. Considera dialogue between agents A and B . Without loss of generality, we 
an 
onsiderthat A is trying to persuade B that p is true, and so the 
riti
al attitudes hereare the assertion and a

eptan
e attitudes of A and the a

eptan
e attitude ofB . The three a

eptan
e attitudes and three assertion attitudes would seemto give us a spa
e of 27 
ombinations of agent attitude to 
onsider. However,not all 
ombinations of a

eptan
e and assertion attitude of A are sensible sin
esome will allow agents to assert things whi
h they would not a

ept themselves.We de�ne:De�nition 13 An agent is reliable if it is only able to assert propositions whi
hit would always a

ept itself.Then for an agent to be misleading, it has to not be reliable and be able to
onvin
e another agent to a

ept a proposition whi
h it wouldn't a

ept itself.We have:Proposition 19 An agent G that is 
autious/
on�dent, 
autious/thoughtful,skepti
al/
areful or skepti
al/
on�dent is not reliable. All other agents are reli-able.Proof: A 
on�dent agent 
an assert any proposition p for whi
h it has anargument (S ; p). It may well have a stronger argument (S 0;:p) as well. If it is
autious or skepti
al it would therefore not a

ept p and so is not reliable. If itis 
redulous it will a

ept any argument and thus be reliable.If the agent is 
areful it will not only have an argument for p (whi
h will bea

eptable to its 
redulous self), but it will also believe p so the argument will bea

eptable to its 
autious self. However, there might be a stronger under
utterfor p (if p is not a proposition it is sure of), whi
h might make the agent unableto get its skepti
al self to a

ept p. 26



If the agent is thoughtful it 
an only assert p if it has an an a

eptableargument. This would be a

epted by a skepti
al agent (by de�nition) and bya 
redulous agent sin
e it is ba
ked by an argument. A 
autious agent howevermight not a

ept it sin
e the argument (S ; p) might be under
ut by a strongerargument for :p (making p not believable) but then rehabilitated by a strongerunder
utter of this se
ond argument. This 
ompletes the proof. 2Obviously a reliable agent 
annot be misleading. Thus any agent that is 
red-ulous 
annot be misleading be
ause it will itself believe whatever it says, and a
autious/
areful agent and a skepti
al/thoughtful agent will not be misleadingbe
ause it will perform the right kind of 
he
k on what it says (a

ording to itsa

eptan
e attitude) before making an assertion. Ignoring su
h agents for thetime being, we are ready to identify the 
onditions under whi
h misleading willo

ur:Proposition 20 In a dialogue between agents G and H , G 
an only misleadH about the proposition p if:� G is 
autious/
on�dent, 
autious/thoughtful, skepti
al/
areful or skepti-
al/
on�dent and H is 
redulous or 
autious; or� G is 
autious/
on�dent or 
autious/thoughtful and H is skepti
al andA(�G) [A(�H ) 
ontains an a

eptable argument for p.Proof: If H is 
redulous, it will a

ept anything it is told, so any set ofassertion and a

eptan
e attitudes that render G not reliable will allow G tostate something it would not a

ept itself and get H to a

ept it. If H is 
autiousthen by Proposition 18 it will a

ept p provided it doesn't have a strongerargument against it. So, it is possible that any G whi
h 
an make assertions itwon't a

ept 
an mislead H . Finally, if H is skepti
al then by Proposition 18it will only a

ept p if A(�G) [A(�H ) 
ontains an a

eptable argument for p.This means that G 
an't be skepti
al otherwise it would be able to a

ept pas well (meaning that no misleading was going on). Thus misleading will onlyhappen for skepti
al H if G is 
autious/
on�dent or 
autious/thoughtful. 2Note that this result only tells us when misleading might o

ur, not when itwill happen sin
e to predi
t the latter we would need to look at exa
tly whatwas in the knowledge bases of the agents.Having identi�ed the types of agent whi
h 
an mislead, and having thusprovided a means of ruling out some kinds of dialogues whi
h give results wemight 
onsider unreasonable, we turn to trying to obtain some guarantees abouthow dialogues might give reasonable results. To do this we will 
learly disregardagent types that are not reliable. In addition we will dis
ard 
redulous agentssin
e they will always a

ept any argument that is put forward and are thuseasy to mislead. As a result, the only 
ombinations we will 
onsider are agentswhi
h are 
autious/
areful and skepti
al/thoughtful, and we will only 
onsiderdialogues between agents that are of the same type.27



We 
an show that these pairs of agents end dialogues under 
ir
umstan
esthat seem reasonable given their attitudes. We have:Proposition 21 In a dialogue between two 
autious/
areful agents G and H ,G will only 
onvin
e H of p if G believes p more strongly than either agentbelieves :p.Proof: For G to 
onvin
e H of p, it has to assert p and have it a

epted. Toassert p, sin
e G is 
areful, then from Proposition 13 it must believe p (beingsure of a proposition implies it is believed) and so by De�nition 10 believe itmore strongly than :p. For H to a

ept p it must not have a stronger argumentfor :p than G puts forward, and so must not believe :p more strongly than Gbelieves p. 2andProposition 22 In a dialogue between two skepti
al/thoughtful agents G andH , G will only 
onvin
e H of p if, after the dialogue, p is a

eptable to bothagents.Proof: The proof is trivial but worth stating be
ause it sheds some light onthe way that the dialogues pro
eed. For G to 
onvin
e H of p, it has to assertp and have it a

epted. To assert p, G must have an a

eptable argument forp. For H to a

ept p, either it �nds p a

eptable immediately, or G is ableto assert arguments whi
h outweigh whatever arguments initially make p nota

eptable, thus making it a

eptable. 2The key di�eren
e between these two results is that with 
autious/
arefulagents it is 
omputationally mu
h simpler to determine if one agent will 
on-vin
e another|one just examines the arguments whi
h dire
tly relate to theproposition in question. With skepti
al/thoughtful agents the determination ismore 
omplex, and to some extent hangs on exa
tly what the agents say at 
er-tain points in the dialogue (a subje
t investigated in [32℄), whi
h is the reasonfor the 
ondition \after the dialogue" in Proposition 22.These results shows that pairs of 
autious/
areful agents and skepti
al/thoughtfulagents have reasonable behaviour. In a dialogue between 
autious/
areful agents,no agent will be 
onvin
ed of something unless both it and its opponent believeit. If we 
onsider the relation of under
utting to indi
ate one argument throw-ing doubt on another, then by the obvious extension of this result in a dialoguebetween two skepti
al/thoughtful agents either will only be 
onvin
ed of p whenneither agent has any reason to throw doubt on p.Note that this does not ensure that the agents 
annot be mistaken (they mayjust la
k the information) and it does not prevent one agent lying to another,provided it has a suitably strong reason to want to tell the lie. The result 
an alsobe taken as validating the 
hoi
e in [3℄ to make all agents skepti
al/thoughtful,but also suggests that 
autious/
areful agents warrant further study.28



7 Complexity ResultsHaving examined some of the properties of the dialogues, we 
onsider their
omputational 
omplexity. Sin
e the proto
ols are based on reasoning in logi
we know that the 
omplexity will be high. Our aim in this analysis is to establishexa
tly where the 
omplexity arises in order that we 
an redu
e it by, for exampleas we did in [46℄, suitable 
hoi
e of language.We begin with a brief survey of the relevant key 
on
epts from 
omplex-ity theory (see, e.g., [26℄ for detailed de�nitions). We start with the 
omplexity
lasses p (of languages/problems that may be re
ognised/solved in deterministi
polynomial time), and np (of languages/problems that may be re
ognised/solvedin non-deterministi
 polynomial time). If C and C0 are 
omplexity 
lasses, thenwe denote by CC0 the 
lass of languages/problems that are in C assuming theavailability of an ora
le for languages/problems in C0 [26, pp415{417℄. Thus,for example, npnp denotes the 
lass of languages/problems that may be re
og-nised/solved in non-deterministi
 polynomial time, assuming the presen
e of anora
le for languages/problems in np. A language that is 
omplete for npnpwould thus be np-
omplete even if we had \free" answers to np-
omplete prob-lems (su
h as propositional logi
 satis�ability). We de�ne the polynomial hier-ar
hy with referen
e to these 
on
epts [26, pp423{429℄. First, de�ne�p0 = �p0 = pThus both �p0 and �p0 denote the 
lasses of languages/problems that may bere
ognised/solved in deterministi
 polynomial time. We then indu
tively de�nethe remaining tiers of the hierar
hy, as follows:�pu+1 = np�pu �pu+1 = 
o-�pu+1Thus �p1 is simply the 
lass np, and �p1 is the 
lass 
o-np, while �p2 = npnpand �p2 = 
o-npnp.To study this issue, we return to De�nition 1. Given a knowledge base �,we will say there is a prima fa
ie argument for a parti
ular 
on
lusion h if� ` h, i.e., if it is possible to prove the 
on
lusion from the knowledge base.The existen
e of a prima fa
ie argument does not imply the existen
e of a\usable" argument, however, as � may be in
onsistent. Sin
e establishing proofin propositional logi
 is 
o-NP-
omplete, we 
an immediately 
on
lude:Proposition 23 Given a knowledge base � and a 
on
lusion h, determiningwhether there is a prima fa
ie argument for h from � is 
o-NP-
omplete.We will say a pair (H ; h) is a 
onsistent prima fa
ie argument over � if H isa 
onsistent subset of � and H ` h. Determining whether or not there is a
onsistent prima fa
ie argument for some 
on
lusion is immediately seen to beharder.Proposition 24 Given a knowledge base � and 
on
lusion h, determining whetherthere is a 
onsistent prima fa
ie argument for h over � is �p2 -
omplete.29



Proof: The following �p2 algorithm de
ides the problem:1. Existentially guess a subset H of � together with a valuation v for H .2. Verify that v j= H .3. Universally sele
t ea
h valuation v 0 of H , and verify that v 0 j= H ! h.The algorithm has two alternations, the �rst being an existential, the se
onda universal, and so it is indeed a �p2 algorithm. The existential alternationinvolves guessing a support for h together with a witness to the 
onsisten
y ofthis support. The universal alternation veri�es that H ! h is valid, and soH ` h. Thus the problem is in �p2 .To show the problem is �p2 -hard, we do a redu
tion from the qbf2;9 prob-lem [19, p96℄. An instan
e of qbf2;9 is given by a quanti�ed boolean formulawith the following stru
ture:9x1; : : : ; xk 8y1; : : : ; yl � (1)where � is a propositional logi
 formula over Boolean variables x1; : : : ; xk ; y1; : : : ; yl .Su
h a formula is true if there are values we 
an give to x1; : : : ; xk , su
h that forall values we 
an give to y1; : : : ; yl , the formula � is true. Here is an example ofsu
h a formula. 9x18x2[(x1 _ x2) ^ (x1 _ :x2)℄ (2)Formula (2) in fa
t evaluates to true. (If x1 is true, then for all values of x2, theoverall formula is true.)Given an instan
e (1) of qbf2;9, we de�ne the 
on
lusion h to be h = �,and then de�ne the knowledge base � as� = fx1 $ ?; x1 $ >; : : : ; xk $ ?; xk $ >g:where > and ? are logi
al 
onstants for truth and falsehood respe
tively. Any
onsistent subset of � de�nes a 
onsistent partial valuation for the body of (1);variables not given a valuation by a subset are assumed to be \don't 
are".We 
laim that input formula (1) is true i� there exists a 
onsistent prima fa
ieargument for h given knowledge base �. Intuitively, in 
onsidering subsets of �,we are a
tually examining all values that may be assigned to the existentiallyquanti�ed variables x1; : : : ; xk . Sin
e the redu
tion is 
learly polynomial time,we are done. 2Now, knowing that there exists a 
onsistent prima fa
ie argument for 
on
lu-sion h over � implies the existen
e of aminimal argument for h over � (althoughit does not tell us what this minimal argument is). We 
an thus 
on
lude:Corollary 1 Given a knowledge base � and 
on
lusion h, determining whetherthere is an argument for h (i.e., a minimal 
onsistent prima fa
ie argument forh | De�nition 1) over � is �p2-
omplete.30



The next obvious question is as follows: given (H ; h), where H ` h, is it mini-mal?Corollary 2 Given a knowledge base � and prima fa
ie argument (H ; h) over�, the problem of determining whether (H ; h) is minimal is �p2 -
omplete.Proof: For membership of �p2 , 
onsider the following �p2 algorithm, whi
hde
ides the 
omplement of the problem:1. Existentially sele
t a subset H 0 of H and a valuation v for H 0.2. Verify that v j= H 0.3. Universally sele
t ea
h valuation v 0 for H 0.4. Verify that v 0 j= H 0 ! h.The algorithm 
ontains two alternations, an existential followed by an universal,and so is indeed a �p2 algorithm. The algorithm works by guessing a subset H 0of H , showing that this subset is 
onsistent, and then showing that H 0 ! h is atautology, so H 0 ` h. Sin
e the 
omplement of the problem under 
onsiderationis in �p2 , and 
o-�p2 = �p2 , it follows that the problem is in �p2 .To show 
ompleteness, we redu
e the qbf2;9 to the 
omplement of the prob-lem, i.e., to showing that an argument is not minimal. If an argument (H ; h)is not minimal, then there will exist some 
onsistent subset H 0 of H su
h thatH 0 ` h. The redu
tion is identi
al to that above: we set H = fx1 $ ?; x1 $>; : : : ; xk $ ?; xk $ >g and set h = �. We then ask whether there is a 
on-sistent subset H 0 of H su
h that H 0 ` h. Sin
e we have redu
ed a �p2 -
ompleteproblem to the 
omplement of the problem under 
onsideration, it follows thatthe problem is �p2 -hard. 2These results allow us to handle the 
omplexity of dialogues involving 
on�dent,
redulous and 
autious agents, whi
h are only interested in whether propositionsare entertained or believed (whi
h amounts to being interested in whether argu-ments 
an be built for given propositions). For thoughtful and skepti
al agentswe need to 
onsider whether an argument is under
ut so that we 
an determinea

eptability.Proposition 25 Given a knowledge base � and an argument (H ; h) over �,the problem of showing that (H ; h) has an under
utter is �p2 -
omplete.Proof: The following �p2 algorithm de
ides this problem:1. Existentially guess (i) a subset H 0 of �; (ii) a support formula h 0 2 H tounder
ut; and (iii) a valuation v .2. Verify that v j= H 0.3. Universally sele
t ea
h valuation v 0 of H 0.31



4. Verify that (i) v 0 j= H 0 ! h 0 and (ii) v 0 j= :h $ h 0.For hardness, there is a straightforward redu
tion from the qbf2;9 problem,essentially identi
al to the redu
tions given in proofs above | we thereforeomit it. 2As a 
orollary, the problem of showing that (H ; h) has no under
utter is �p2 -
omplete and determining a

eptability (whi
h will in
lude showing that at leastone argument has no under
utter) is 
omputationally harder than establishingwhether propositions are entertained or believed.From these results we 
an see that, as it stands, a dire
t implementation ofargumentation-based dialogues will be 
omputationally very expensive. Indeedit will be intra
table. Of 
ourse, as mentioned above, this is not surprising. Ofmore interest is the fa
t that we 
an home in on three separate areas whi
hgive rise to this intra
tability. First there is the 
onstru
tion of arguments;then there is the problem of determining if an argument, on
e 
onstru
ted, isminimal; �nally there is the problem of determining if there are under
uttersfor a given argument. Considering the proofs of the relevant results, it is 
learthat the key element as far as generating 
omplexity is 
on
erned is the depen-den
e on establishing proof|it is the 
o-NP-
ompleteness of establishing proofin propositional logi
 that raises the 
omplexity so high in the polynomial hier-ar
hy. What we need to do next is to look at using languages whi
h have moreeÆ
ient me
hanisms for establishing proof with our approa
h (it is possible toestablish proof in propositional Horn 
lauses, for example, in polynomial time)and see how that a�e
ts the 
omplexity of argumentation-based dialogue. Of
ourse, more eÆ
ient languages are typi
ally less expressive, and future workwill 
on
entrate on establishing the tradeo�s in a similar manner to that in [46℄.8 Related workIn the last few years, the formal study of argumentation be
ame a hot topi
in Arti�
ial Intelligen
e, in parti
ular in the area of multi-agent systems andin nonmonotoni
 and un
ertain reasoning. In nonmonotoni
 and un
ertain rea-soning, argumentation systems have been used to de�ne inferen
e systems forexisting nonmonotoni
 logi
s, as in the work of Ge�ner [12℄, or to de�ne non-standard (most often nonmonotoni
) 
onsequen
e relations for a parti
ular logi
based on some notion of argument. In this latter line of work, that of Dung[11℄ has been parti
ularly in
uential (not least upon the development of theapproa
h we base our work on [1℄), and has e
hoes in the work of Prakken andSartor [35℄ and Vreeswijk [44℄. Many more approa
hes are surveyed in [36℄ and[7℄. On the multi-agent systems side, there has also been a good deal of workon argumentation and we will only dis
uss the most relevant examples. Whilethe �rst work that we are aware of in the mainstream agent literature is that ofSy
ara [42, 43℄, many of the 
on
epts and problems were studied simultaneouslyin the �eld of Arti�
ial Intelligen
e and Law. Parti
ularly important in showing32



the s
ope of systems of argumentation was Gordon's work on The PleadingsGame [13℄ and Zeno [14℄ and subsequent re�nements of these ideas proposedby Loui [21℄ and Prakken [33, 34℄. There has also been mu
h relevant work inthe area of natural language pro
essing, though, as argued before, this dealswith a mu
h more 
omplex task than one in whi
h languages and agents 
an beengineered to 
arry out simple dialogues, and therefore a good deal of the workin natural language dialogues is not dire
tly relevant to our work. However, thework of Grosz [15, 16℄ deserves a mention to indi
ate the an
estry of work innatural language on argumentation, and the fa
t that it has 
overed topi
s su
has shared plans whi
h our work has not. Reed's work [37℄ is also important forhaving brought the work of Walton and Krabbe to the attention of the agents
ommunity, and also for having provided a framework for 
ombining di�erenttypes of dialogue (later extended by [25℄).We distinguish the work in this paper from that of others in the literature�rst of all by its s
ope. Mu
h of the existing work has dealt with a parti
ularkind of dialogue, a form of deliberation in the 
ase of Dignum and 
olleagues[8, 9℄ (though deliberation with strong overtones of persuasion), persuasion inthe work of Prakken [33, 34℄, Gordon [13, 14℄ and Loui [21℄, and negotiation(though again with strong overtones of persuasion and also deliberation) in thework of S
hroeder [40℄ and some of our previous work [28, 30℄. In spirit ourwork is 
lose to that of Sadri et al. [39℄ who have looked at the termination ofnegotiation dialogues (again having overtones of deliberation in the terminologyof Walton and Krabbe) and the e�e
t of agent types [38℄ and Kakas and Toni[20℄ who have looked at the 
omplexity of some types of argumentation. We alsosee it as a 
ontinuation of our previous work on the 
omplexity of negotiationdialogues [46℄.However, the main way in whi
h our work di�ers from that whi
h has 
omepreviously is that, so far as we are aware, we are the �rst to have tried to identifya 
ommon framework in whi
h a number of di�erent kinds of dialogue 
an beexpressed, the �rst to spe
ify proto
ols for a range of dialogue types, and the�rst to study the properties of these proto
ols in su
h detail. The proto
ols wehave studied here are very simple, but this was a 
ons
ious 
hoi
e whi
h wasmade in order to simplify the tasks at hand (not least as a result of trying toobtain similar results for the marginally more 
omplex dialogues of [5℄), and onethat we believe to be justi�ed by the fa
t that we have, for instan
e, exposedsome interesting behaviour in these dialogues.9 Con
lusionsThis paper has examined three types of argumentation-based dialogue betweenagents|information seeking, inquiry and persuasion, from the typology of [45℄|de�ning a pre
ise proto
ol for ea
h and examining some important properties ofthat proto
ol. In parti
ular we have shown that ea
h proto
ol leads to dialoguesthat are guaranteed to terminate in a reasonable number of steps, and we have
onsidered some aspe
ts of the 
omplexity of these dialogues. The exa
t form33



of the dialogues depends on what messages agents send and how they respondto messages they re
eive. This aspe
t of the dialogue is not spe
i�ed by theproto
ol, but by some de
ision-making apparatus in the agent. Here we have
onsidered this de
ision to be determined by the agents' attitude, and we haveshown how this attitude a�e
ts their behaviour in the dialogues they engage in.Both of these aspe
ts extend previous work in this �eld. In parti
ular, theyextend the work of [3℄ by pre
isely de�ning a set of proto
ols (albeit quite rigidones) and a range of agent attitudes (in [3℄ only one proto
ol, for persuasion,and only one attitude, broadly thoughtful/skepti
al, were 
onsidered).More work, of 
ourse, remains to be done in this area. Parti
ularly im-portant is determining the relationship between the lo
utions we use in thesedialogues and those of agent 
ommuni
ation languages su
h as the FIPA ACL|some initial results on this are presented in [4℄|examining the e�e
t of addingnew lo
utions (su
h as retra
t) to the language, and identifying additional prop-erties of the dialogues (su
h as the the extent to whi
h the proto
ols de�nedhere pla
e restri
tions on the out
omes of dialogues given what agents have intheir knowledge-bases). We are 
urrently investigating these matters along withfurther dialogue types|negotiation and deliberation in the typology of [45℄ andplanning dialogues [15℄| as well as more 
omplex kinds of the dialogue typesstudied here, and additional 
omplexity issues (in
luding the use of languagesother than propositional logi
). Preliminary thoughts on the out
ome-relatedproperties may be found in [32℄, and an analysis of a simple form of deliberationdialogue is given in [29℄.Another point that we are beginning to work on is the question of how theknowledge-base of an agent evolves through both an individual dialogue (arethere ways that an agent should in
rease its knowledge in addition to a

eptingpropositions asserted by another agent?) and a
ross a number of dialogues(what kind of belief revision is appropriate at the end of a dialogue?).A
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