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Abstract. We present a logic-based formalism for modeling of dialogues between
intelligent and autonomous software agents, building on a theory of abstract dialogue
games which we present. The formalism enables representation of complex dialogues
as sequences of moves in a combination of dialogue games, and allows dialogues to
be embedded inside one another. The formalism is computational and its modular
nature enables different types of dialogues to be represented.
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1. Introduction

Autonomous intelligent software agents have become an important new
paradigm in computer science [16]. In this paradigm, discrete software
entities — autonomous agents — interact to achieve individual or
group objectives, on the basis of possibly different sets of assumptions,
beliefs, preferences and objectives. For instance, agents may negotiate
the purchase of goods or services from other agents, seek information
from them, or collaborate with them to achieve some common task.
Recently, argumentation theory, the formal study of human argument
and dialogue, has been proposed for modeling agent interactions, for
example by Parsons and Jennings [27, 28], and Reed [32].

Reed’s work built on a typology of human dialogues due to Wal-
ton and Krabbe [36], and we start from the same typology, which we
summarize in Section 2. Several of these atomic dialogue types have
been modeled by means of formal dialogue games, adopted from the
philosophy of argumentation, and Section 2 continues with a presen-
tation of the generic elements of such games. Our ultimate objective
in this work is to represent complex dialogues occurrences which may
involve more than one atomic type, e.g. dialogues which may contain
sub-dialogues embedded within them. We are drawn, as was Reed [32],
to an hierarchical representation. Our formalism is presented in Section
3, and it integrates a dialogue game model of atomic types with a for-
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2 McBurney and Parsons

malism for combining multiple dialogues of potentially different types.
Our formalism also enables representation of dialogues about dialogues.
In Section 4, we illustrate our formalism with an example involving a
dialogue occurrence of multiple types between a potential buyer and a
potential seller of second-hand cars. Finally, Section 5 discusses related
and future research.

2. Dialogues and Dialogue Games

2.1. TYPES OF DIALOGUES

An influential model of human dialogues is the typology of primary dia-
logue types of argumentation theorists Doug Walton and Erik Krabbe
[36]. This categorization is based upon the information the partici-
pants have at the commencement of a dialogue (of relevance to the
topic of discussion), their individual goals for the dialogue, and the
goals they share. Information-Seeking Dialogues are those where
one participant seeks the answer to some question(s) from another
participant, who is believed by the first to know the answer(s). In
Inquiry Dialogues the participants collaborate to answer some ques-
tion or questions whose answers are not known to any one participant.
Persuasion Dialogues involve one participant seeking to persuade
another to accept a proposition he or she does not currently endorse.
In Negotiation Dialogues, the participants bargain over the division
of some scarce resource. Here, the goal of the dialogue — a division of
the resource acceptable to all — may be in conflict with the individual
goals of the participants. Participants of Deliberation Dialogues
collaborate to decide what action or course of action should be adopted
in some situation. Here, participants share a responsibility to decide the
course of action, or, at least, they share a willingness to discuss whether
they have such a shared responsibility. Note that the best course of
action for a group may conflict with the preferences or intentions of
each individual member of the group; moreover, no one participant
may have all the information required to decide what is best for the
group. In Eristic Dialogues, participants quarrel verbally as a sub-
stitute for physical fighting, aiming to vent perceived grievances. Since
these dialogues are not generally rule-governed, we do not discuss them
further in this paper.

Most actual dialogue occurrences — both human and agent — in-
volve mixtures of these dialogue types. A purchase transaction, for
example, may commence with a request from a potential buyer for
information from a seller, proceed to a persuasion dialogue, where the
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seller seeks to persuade the potential buyer of the importance of some
feature of the product, and then transition to a negotiation, where each
party offers to give up something he or she desires in return for some-
thing else. The two parties may or may not be aware of the different
nature of their discussions at each phase, or of the transitions between
phases. Instances of individual dialogue types contained entirely within
other dialogue types are said to be embedded [36].

2.2. DIALOGUE GAMES

Formal dialogue games are interactions between two or more players,
where each player “moves” by making utterances, according to a de-
fined set of rules. Although they date from the time of Aristotle [11],
they have found recent application in philosophy, in computational
linguistics and in Artificial Intelligence (AI). In philosophy, dialogue
games have been used to study fallacious reasoning [11, 20] and to
develop a game-theoretic semantics for intuitionistic and classical logic
[19]. In linguistics, they have been used to explain sequences of human
utterances [17], with subsequent application to machine-based natural
language processing and generation [15], and to human-computer in-
teraction [2]. Within AI, they have been applied to modeling complex
human reasoning, for example in legal domains [31], and as the basis
for systems to support public argumentation [9]. More recently, dia-
logue games have found application in Al as the basis for protocols for
interactions between autonomous software agents, e.g. [1, 5, 33].

Formal dialogue-game models have been presented for several of
the atomic dialogue types in the typology of Walton and Krabbe [36].
These include: persuasion dialogues [22, 30, 36]; information-seeking
dialogues [15]; negotiations [1, 33]; and deliberations [14]. In addition,
game formalisms have been proposed for certain combinations of atomic
types, such as for the formation of teams [5] and of collective intentions
[6], both of which involve combinations of persuasion and negotiation
dialogues. Building on these particular game models and on attempts
to abstract general games [3, 21, 30], we can identify several types
of dialogue game rules. We first assume that the topics of discussion
between the agents can be represented in some logical language, whose
well-formed formulae are denoted by the lower-case Roman letters, p,
q, 7, etc. The components of a dialogue game are then:

Commencement Rules: Rules which define the circumstances under
which the dialogue commences.

Locutions: Rules which indicate what utterances are permitted. Typ-
ically, legal locutions permit participants to assert propositions,
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permit others to question or contest prior assertions, and permit
those asserting propositions which are subsequently questioned or
contested to justify their assertions. Justifications may involve the
presentation of a proof of the proposition or an argument for it.
The dialogue game rules may also permit participants to utter
propositions to which they assign differing degrees of commitment,
for example: one may merely propose a proposition, a speech act
which entails less commitment than would an assertion of the same
proposition.t

Combination Rules: Rules which define the dialogical contexts un-
der which particular locutions are permitted or not, or obligatory
or not. For instance, it may not be permitted for a participant to
assert a proposition p and subsequently the proposition —p in the
same dialogue, without in the interim having retracted the former
assertion.

Commitments: Rules which define the circumstances under which
participants express commitment to a proposition. Typically, the
assertion of a claim p in the debate is defined as indicating to the
other participants some level of commitment to, or support for, the
claim. Since [11], formal dialogue systems typically establish and
maintain public sets of commitments, called commitment stores,
for each participant; these stores are usually non-monotonic, in the
sense that participants can also retract committed claims, although
possibly only under defined circumstances.

Termination Rules: Rules that define the circumstances under which
the dialogue ends.

Two comments are appropriate on this generic model of dialogue
games. Firstly, in the computational linguistics tradition, dialogue ga-
mes have been used to explain and to generate sequences of (human
or machine) utterances [15, 17]. Here, the intentions of the speaker are
important, and so play a key role in an influential model of dialogue
[10]. Similar considerations have led designers of multi-agent systems
to link utterances in a dialogue with the mental states of the partici-
pants, as in the operational semantics for agent speech acts of [4]. This
has led some designers of dialogue game protocols, e.g. [1], to impose
conditions on utterances, allowing agents to assert a statement only
when they themselves believe it. However, such rationality conditions

! For example, propositions with implicitly different levels of commitment may
be presented in the dialogue games of [36]; degrees of commitment are expressed
explicitly in the system of [22].
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can never be completely verified, as it will always be possible to de-
sign a sufficiently-clever agent able to simulate insincerely any required
mental state [37]. One response to this problem is the social semantics
of [35], in which agents declare publicly their mental states, for example
their beliefs and intentions, in the dialogue, and these declarations are
used as a semantics for the speech acts uttered. However, even these
declarations may be insincere. In contrast, here we suggest that agent
dialogue protocols should be defined in purely syntactical terms, so
that conformance with the protocol may always be verified by observ-
ing actual agent utterances.? Indeed, because our intended application
domains are computational systems, non-conforming utterances can be
precluded from being broadcast to other participants.

A second comment relates to commitments. In the philosophical
tradition of dialogue games [11, 20, 36], commitments are understood
as solely dialogical, e.g. speakers who utter an assertion locution are
required to defend these assertions if subsequently questioned or chal-
lenged. The statements uttered may bear no relationship with any
reality external to the dialogue, so, for example, speakers may not
necessarily believe statements they endorse in the dialogue. However,
the use of dialogue games to model human discourses or as protocols for
agent interactions, leads to a different understanding of a commitment,
namely as a statement with some external referant. In a negotiation dia-
logue, for instance, the utterance of an offer may express a willingness to
undertake a subsequent transaction on the terms contained in the offer.
For this reason, we distinguish between dialogical commitments, which
incur burdens on the speaker only inside the dialogue, and semantic
commitments, which incur burdens on the speaker in the world beyond
the dialogue. This distinction will be useful later.

As mentioned above, dialogue game models have been articulated
for most of the atomic types of dialogues in the typology of Walton and
Krabbe. Given these, how may we then represent dialogue occurrences
which consist of combinations of different types? The only proposal
known to us is that of Reed [32], who defines a formalism called a
Dialogue Frame. This is a 4-tuple, where the first element identifies
the type of dialogue; the second element, the object of the dialogue (a
belief, an action-plan, a sales-contract, etc); the third element, the topic
of the dialogue (understood as an element of some database related to
the object); and the fourth element, the sequence of utterances made by
the participants to the dialogue during its actual occurrence. Utterances
are statements assumed taken from some dictionary agreed between the
participants, along with arguments for these statements. Utterances

2 This protocol property is termed ezternalization in [13].
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can also include requests to switch to a different dialogue type, and,
if agreed by the participants, the new dialogue type then continues
until completed or until a switch to another type occurs. Hence, this
formalism permits both the functional embedding of different dialogue
types and sequential combinations of different dialogues or dialogue
types.

However, the fourth elements of Reed’s Dialogue Frame are records
of a dialogue occurrence (real or hypothetical), in terms of legal utter-
ances. This representation does not specify the form of such utterances,
nor the rules that govern their formation, issuance and effects. Thus,
the formalism, although admirably flexible, is descriptive and not gen-
erative; Dialogue Frames are analogous to tape-recordings of human
conversations, rather than to the rules of syntax and discourse used
by the speakers in the conversations recorded. We seek a formalism
which can incorporate such rules of syntax and discourse — in our
case, the formal dialogue game rules for each type of dialogue — as
well as representing the nesting of one dialogue-type inside another.
The next section presents our formalism for this representation.

3. Formal Dialogue Frameworks

We now present a three-level hierarchical formalism for agent dialogues.
At the lowest level are the topics which are the subjects of dialogues.
At the next level are the dialogues themselves — instantiations of
persuasions, inquiries, etc, and combinations of these — which we
represent by means of formal dialogue games. At the highest level
are control dialogues, where agents decide which dialogues to enter,
if any. Our motivation for this structure is the Game Logic of Rohit
Parikh [26, 29], which was a dynamic logic formalism [12] developed
for representing and studying the formal properties of games in multi-
game contexts. However, while Game Logic has provided the starting
point, our formalism differs from it in several aspects.

We assume throughout this Section that dialogues are being un-
dertaken by finite set of distinct software agents, denoted A, whose
individual members are denoted by lower-case Roman letters, a, b,
¢, etc. We further assume that the agents involved are (or represent)
reasonable, consenting participants in the dialogues. One implication of
this assumption is that no particular dialogue may commence without
the consent of all those agents participating. This is an assumption not
shared by Game Logic, which sometimes permits one player to choose
unilaterally the type of game to be played. We do assume, however, that
the participating agents have agreed to join the control-level dialogue.
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Another implication of the assumption that the agents are consenting
and reasonable is that no agent may be forced to incur a commitment.

3.1. ToPIC LAYER

Topics are matters under discussion by the participating agents, and
we assume that they can be represented in a suitable logic £. Topics are
denoted by the lower-case Roman letters p, g, r, etc. We assume that all
the matters of interest to the participating agents can be represented in
this logical language. Topics may refer either to real-world objects or to
states of affairs, and the formalism presented below can accommodate
either interpretation. Note that £ may be a modal language, containing
for instance temporal or deontic modalities.

3.2. DIALOGUE LAYER

At the next level in the hierarchy we model particular types of dia-
logues, using the generic theory of formal dialogue games presented in
Section 2. We examine the components of this theory in turn. Firstly,
consider Commencement Rules. Because our agents are consenting par-
ticipants, a particular dialogue occurrence cannot commence without
the agreement of all those involved. Such agreement may itself only
be reached after a dialogue concerning the desirability or otherwise of
conducting such a dialogue on the specified topic at that particular
time. For this reason, we model the commencement rules by means of
their own dialogue, the Commencement Dialogue; this is described with
the Control Layer in the next subsection. As explained there, agreement
reached during a commencement dialogue concerning a particular type
of dialogue on a specified topic leads to the immediate commencement
of that dialogue-type on that topic, which is then said to be open.
Next, Locutions are legal dialogue moves made by dialogue par-
ticipants regarding the discussion topics, within a particular dialogue
game. Such moves may include assertions, contestations, justifications,
etc, and we denote them by lower-case Greek letters, 0, ¢, etc. Because
in most dialogue games these moves refer to particular topics, we some-
times write 6(p) for a move 6 which concerns discussion topic p. We
assume that all dialogue games contain a rule which asserts that partic-
ipants to a dialogue may only utter locutions in the dialogue while the
dialogue is open. For any dialogue game G, the set of legal locutions is
denoted by ©¢, or by © when only one game is under consideration. We
assume that every dialogue game has a legal locution which proposes to
the participants that they interrupt the current dialogue and return to
the Control Layer. This locution can be made by any participant at any
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time.?> We denote this locution by PROPOSE_RETURN_CONTROL.
Any debate over whether or not to undertake this return to the Control
Layer is assumed itself to be undertaken in the Control Layer, since it
is a generic dialogue not part of any one dialogue type.

Thirdly, Combination Rules define which locutions are valid in which
different dialogical circumstances. Imagine a dialogue which proceeds
through successive utterances, which we may call rounds, numbered
1, 2, 3, .... We could think, therefore, of a dialogue of k£ rounds as a
sequence (of length &) from the cross-product set ©F. We only consider
finite dialogues, but they may be arbitrarily long. The Combination
rules specify that not all possible utterances are valid in every round of
the dialogue, or that certain utterances are required at certain rounds.
Suppose then, for each round k we define the set M* to be that
subset of utterances © which are valid under the combination rules
at round k. The utterances valid at round k& will depend upon what
utterances were made in prior rounds, so M* will be a function of
all of M, M?,..., M*~'. We may view the combination rules at each
round as (possibly multiple-valued) functions which define the valid
utterances at round & on the basis of those utterances valid in previous
rounds. The valid utterances at any round k will be the intersection
of the images of the set of combination rules at that round. In other
words, each combination rule, Rf, at round k can be considered as a
function RF from ©F to 29, such that

MF = () Image(RE(M" x M? x M? ... x M*~'))
3

In addition, some combination rules may specify for each locution what
other locutions, if any, must have preceded it, for it to be legally uttered.
Those locutions which do not have any such preconditions constitute
precisely the set of valid locutions at the first round of the dialogue,
and so we have a particular combination function which maps © to 2°,
and whose image is M. For any dialogue game G, we denote the set
of combination functions by RY.

We can readily see how the representation described here captures
different types of combination rules. For instance, many dialogue games
(e.g. [22]) require assertions, when contested, to be then justified by
the agent who made the assertion. Thus, the move assert,(p) made
at one round by agent a and then followed at a subsequent round by
the move contest,(p) made by agent b obliges agent a to subsequently
move justifyy(p). Such a combination rule can be represented by a
set of combination functions which map M' x M? x M3 ... x M*2 x

3 This is an example of a metalinguistic utterance called a Point of Order in [11,
p. 284].
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{contesty(p)} to M* = {justify,(p)}, when assert,(p) € M?, for some
1=1,2,...,k — 2. Of course, we would also need to specify that the
execution of contesty(p) in round k — 1 was the first such contestation
subsequent to the execution of assert,(p) in round 7, or that multiple
utterances of contestations of a proposition are not legal.

Next, we may also model rules which define Commitments, this time
by means of functions similar to truth-valuation functions in logic. For
each agent a € A participating in the dialogue we define a’s Com-
mitment Function C'F, as a function which maps finite sequences in
MY x M? x M3 ... x M* x ... to subsets of £, by associating a set
of propositions with each combination of legal dialogue moves. Those
subsets of £ which are contained in the image of C'F, are called Com-
mitment Stores for a. We denote the restriction of C'F, to the k-th
round by CFF¥_ and the set of possible commitment stores of agent a at
round k, by PCS¥ C P(L£). Thus CFF is the function C'F, restricted
to the domain M x M? x M?... x M*, and its image is PCS¥. We
denote the set of commitment functions for dialogue G by CFC.

Finally, we consider Termination Rules. These are rules which allow
or require the dialogue to end upon achieving certain conditions. For
example, a Persuasion Dialogue may end when all the agents involved
accept the proposition at issue. We can therefore model termination
rules in a similar fashion to combination rules, by means of functions
T which map valid combinations of utterances to the set {0,1}, where
the symbol 1 denotes the termination of the dialogue and the symbol
0 its continuation. That is, each function 7" maps finite sequences in
M"' x M? x M?... x M* to {0,1}, for arbitrary k. For any dialogue
game G, we denote the set of termination functions by 7¢.

A dialogue may also terminate when all the participants agree to
so terminate it. This may occur even though the dialogue may not yet
have ended, for instance, when a persuasion dialogue does not result
in all the participants accepting the proposition at issue. As with the
Commencement Dialogue, we can model this with a specific type of
control-level dialogue, which we term the Termination Dialogue. This
is discussed with the Control Layer in the next subsection.

Given a set of participating agents A, we then define a formal
dialogue G as a 4-tuple (%, R%, TG CFY), where OF is the set of
legal locutions, R¢ the set of combination functions, 7¢ the set of
termination functions, and CF% the set of commitment functions. We
omit the superscript G if this causes no confusion.
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3.3. CONTROL LAYER

The control layer seeks to represent the selection of specific dialogue
types and transition between these types. In Game Logic [26], this
selection is undertaken by one or other of the participants deciding au-
tonomously, and this is represented by the game sort. Because our appli-
cation domain involves consenting agents, the selection of dialogue-type
may itself be the subject of debate between the agents concerned. Our
formalism therefore needs to represent such debate. As suggested in the
description of the Dialogue Layer, we do this by defining certain control
dialogues, namely the Commencement Dialogue and the Termination
Dialogue. These can be modeled by formal dialogue games using the
same structure as for the dialogues presented above.

The Control Layer is defined in terms of the following components.
We first define a finite set of dialogue-types, called Atomic Dialogue-
Types, which include the five, non-Eristic, dialogues of the Walton and
Krabbe typology. Atomic Dialogue-types are denoted by the (possibly
indexed) upper case Roman letters G, H, J, K, etc. To denote a dia-
logue conducted according to dialogue-type G and concerning a specific
proposition p, we write G(p), also called an instantiation of dialogue-
type G by topic p. Sometimes we write simply G. We denote the set of
atomic dialogue-types by II z¢om-

We next define Control Dialogues, which are dialogues that have as
their discussion subjects not topics, but other dialogues, and we define
them formally as 4-tuples in the manner of subsection 3.2. They include
the Commencement and Termination Dialogues for any dialogue G(p),
which we denote by BEGIN (G(p)) and END(G(p)) respectively. An-
other control dialogue is the dialogue in which the participating agents
discuss whether to terminate the Control Layer itself, a dialogue we
denote by END(CONTROL). We denote the set of control dialogues
by I contror- The BEGIN (G(p)) dialogue commences with an utterance
by one agent which seeks the consent of the other participating agents
to commence a dialogue of type G over proposition p. To achieve
this consent, may require embedded dialogues of other types, for in-
stance, persuasions, information-seeking dialogues, and negotiations. If
a BEGIN (G(p)) dialogue leads to agreement between the participating
agents to commence a G(p) dialogue, then the BEGIN (G(p)) dialogue
immediately terminates, and the specific G(p) dialogue begins. In this
case, from the moment of termination of BEGIN (G(p)) to the moment
following termination of G(p), the dialogue G(p) is said to be open.
Following termination of G(p), G(p) is said to be closed.
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Also defined as dialogues are the following combinations of atomic
or control dialogues or any legal combination thereof, which we term
Dialogue Combinations:

Iteration: If G is a dialogue, then G" is also a dialogue, being that
dialogue which consists of the n-fold repetition of G, each oc-
currence being undertaken until closure, and then being followed
immediately by the next occurrence.

Sequencing: If G and H are both dialogues, then G; H is also a dia-
logue, representing that dialogue which consists of undertaking G
until its closure and then immediately undertaking H.

Parallelization: If G and H are both dialogues, then G N H is also a
dialogue, representing that dialogue which consists of undertaking
both G and H simultaneously, until each are closed.

Embedding: If G and H are both dialogues, and ® C M! x M?... C
0% x ©Y ... is a finite set of legal locution sequences in G, then
G[H|®] is also a dialogue, representing that dialogue which consists
of undertaking G until a sequence in ® has been executed, and then
switching immediately to dialogue H which is undertaken until its
closure, whereupon dialogue G resumes from immediately after
the point where it was interrupted and continues until closure.
Dialogue H is said to be embedded in G, at one level lower than
G. In the time between when H opens and closes, dialogue G
remains open, no matter how many embedded dialogues H itself
may contain.

Testing: If p is a wif in £, then (p) is a dialogue to assess the truth-
status of p. We assume such a dialogue returns a truth-value for
p to whichever was the lowest-level dialogue open at the time
of commencement of the testing dialogue. Typically, p will be
some proposition which has become the subject of contention in
a dialogue, and which makes reference to the world external to
that dialogue. For example, in dialogue systems associated with
a particular database, the testing of p may involve an interroga-
tion of the database. In dialogues in scientific domains, testing
may involve the conduct of a scientific experiment, the design,

* As an example of parallel dialogues, complex human inquiries such as air-crash
investigations are often divided into simpler, parallel sub-inquiries. Similarly, an in-
tending purchaser of some product may engage in simultaneous bilateral negotiations
with potential suppliers.
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analysis and interpretation of which may themselves involve much
discussion.’

We denote by II the closure of the set II o1 U contror under the dia-
logue combination operations defined here. We next consider the impact
of dialogue combinations on the combination and termination rules
of dialogues, and on the commitments incurred in particular dialogue
occurrences.

3.4. INTERACTION OF RULES AND COMMITMENTS

The previous sub-section presented a formalism for combinations of
atomic dialogue-types and derived dialogues. For application of this
formalism, we need to define interaction rules for the dialogue rules and
commitments arising in the dialogues under the different combinations;
these interaction rules may be seen as analogous to the bridge rules
between logics in multi-context systems [8].

Firstly, we consider combination and termination rules under each
of the possible Dialogue Combinations. For Iterated, Sequenced and
Parallel dialogues, these rules for each dialogue apply only to that
dialogue and do not interact, so no interaction rules are necessary.
For Embedded dialogues, we assume that the rules of the lowest
(most-deeply embedded) open dialogue and only these apply while this
dialogue is in process; thus, any conflicting rules from higher dialogues
are over-ridden by those of the lowest open dialogue. If a participant
(or participants) does not wish to conduct an embedded dialogue on
these terms, that participant can always refuse to participate; in other
words, such a participant would not accede to a request to have an
embedded dialogue in a BEGIN (G[H|®]) Commencement dialogue if
he or she did not accept the rules of H should over-ride those of G
while H is in progress.

Next, for commitment rules, it is useful to distinguish dialogic from
semantic commitments. For dialogic commitments, the interaction rules
are defined exactly as for the interaction of combination and termina-
tion rules just presented. This is possible because dialogic commitments
have no impact beyond the dialogue they occur in. For semantic com-
mitments, a different approach is required, since these commitments
refer to and may impact upon external reality. We assume that se-
mantic commitments arising within a single dialogue occurrence do not
conflict, either because such conflicts are disallowed by the combination
rules of the dialogue (e.g. preclusion of commitment to an action and

5 We have proposed formal dialogue-game models for some of these scientific
dialogues in [22].
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to its negation) or because the participants to the dialogue, knowing
that semantic commitments refer to an external reality, do not allow
the dialogue to close until all conflicting commitments are resolved. For
conflicts between semantic commitments from different dialogue occur-
rences, the dialogue participants may have different opinions on the
appropriate form of resolution. For example, for dialogues conducted
sequentially, one opinion may be that the commitments from earlier
dialogues should take precedence over those from later ones, as is usu-
ally the case in legal and contractual domains. Alternatively, another
opinion may be that the commitments from later dialogues should take
precedence, as is usually the case with party political promises, or edicts
issued by religious authorities.

The appropriate place for the resolution of such differences of opinion
is in the Control dialogue before the dialogues in question commence.
We therefore attach a suffix to our syntax for the various Dialogue
Combinations, which indicates the proposed interaction rule for the
resolution of any conflicts between semantic commitments; this is of
the form SC(G(p)) > SC(H(q)), indicating that the semantic com-
mitments arising in dialogue G(p) take precedence over those arising in
dialogue H(q). Thus, a Commencement dialogue for two dialogues G
and H to be conducted in parallel, with commitments from the earlier
dialogue to over-ride those from the later, could be denoted:

BEGIN(G(p) N H(q) | SC(G(p)) > SC(H(q)))

If all potential participants are willing to accept such a prioritization
constraint on commitments then the commencement dialogue can ter-
minate, and the parallel dialogues G(p) N H(q) can start, subject to the
commitment interaction rule expressed by the constraint SC(G(p)) >
SC(H(q)). If not all participants to the commencement dialogue agree
with this constraint, then the parallel dialogues G(p) N H(gq) will not
open.

This particular syntax permits the representation of constraints on
commitments in terms of named dialogues, e.g. G and H. Because
the formalism of Section 3.3 names dialogues and indicates their order
of commencement, a constraint syntax which names dialogues enables
the representation of constraints in terms of dialogue commencement
order. For example, for a sequential dialogue G; H, we may express both
possible prioritizations of constraints on semantic commitments based
on the commencement order of the two dialogues: SC(G) > SC(H)
and SC(G) < SC(H). But this does not permit the expression of
constraints on commitments in terms of the order of termination of
the dialogues. We therefore introduce an expression to enable this.
If 7(G1,Go,...,Gy) is some legal dialogue combination of the n di-
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alogues G1,Gs,...,G,, and G, G, ... Gl is some (possibly identical)
re-ordering and/or renaming of these dialogues, then the expression:

BEGIN (1(G1,Ga,...,Gy) |SC(G}) > SC(GY) > ... > SC(G)))

denotes a Commencement dialogue for the dialogue 7(G1, G, ...,G,)
subject to the constraint on semantic commitments expressed in the
suffix, SC(G}) > SC(GS) > ... > SC(G)). We permit renaming
of the n dialogues instantiating 7 so as to allow for different time-
orderings, e.g. GLast_to_ﬁm'sha GSecond_Last_to_ﬁnishu ) GFiTst_to_ﬁnish is a
renaming which presents the dialogues in reverse order of termination.
In effect, this construction permits the participants to a dialogue to
jointly provide their own interpretation — their own semantics — to
the commitments expressed in dialogues.

3.5. AGENT DIALOGUE FRAMEWORKS

We mentioned earlier that the Control Layer is the level at which
dialogues about dialogues are conducted. It is useful to consider a fixed
set of agents engaged in discussions on a fixed set of topics, according
to rules from a fixed set of atomic dialogue games. In this context, we
assume that the Control Layer has a specific starting time and contin-
ues indefinitely into the future, unless and until participating agents
agree to terminate it, through an execution of the END(CONTROL)
dialogue. Depending on the rules of association adopted by the par-
ticipating agents (rules we leave unspecified here), termination of the
Control Layer may occur whenever one participant wishes to withdraw,
or only when a majority wish to do so, or when all but one wish to do
$0.

Drawing on the definitions given earlier, we now define an Agent Di-
alogue Framework (ADF) as a 5-tuple (A, £, I at0m, Hcontrors [1), where
A is a set of agents, L is a logical language for representation of
discussion topics, Il4sm is a set of atomic dialogue-types, ooniror 2
set of Control dialogues and II the closure of Il¢0m U Hoonirer un-
der the combination rules presented in the previous subsection. To
reprise, each formal dialogue in Il 449, ULLoontrer is defined as a 4-tuple,
G = (0%, RY, TG, CFY), where: ©F is the set of legal locutions, R
the set of combination functions, 7¢ the set of termination functions,
and CFY the set of commitment functions of the dialogue-type G.

The framework we have presented is defined in terms of rules of
dialogue games and is potentially generative. For it to be so, we would

5 Such rules of association reveal a connection between our work and research
defining institutions in electronic negotiation [24, 34].
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Agent Dialogue Games 15

need to have procedures which could automatically generate each of the
types of dialogues if and when required. We examine how this might
occur for each of the five atomic dialogue types in the Walton and
Krabbe [36] typology.

For Information-Seeking Dialogues an agent a may be pre-
programmed as follows: If, in the course of a dialogue, a realizes there
is some proposition p for which it requires, but does not know, the
truth-value, then a automatically seeks permission to commence an
information-seeking dialogue concerning p. Any other agent who knows
the truth-value of p, for example, because it can construct a proof of p
or of —p, can be programmed to agree to such a dialogue and, within it,
to respond with the appropriate truth-value. For defeasible reasoning,
we may have undefeated arguments supporting p or —p rather than
deductive proofs. If questioned further, b can present the proof of
or the argument for p to a. Thus, the ADF formalism can generate
information-seeking dialogues. A similar line of reasoning applies to
Inquiry dialogues, except that here agents pool their knowledge and
also potentially their reasoning capabilities (if, for example, they are
using logics with different rules of inference). For Persuasion Dia-
logues we can imagine that agents a and b are pre-programmed as
follows: If a accepts the truth of some proposition p and requires that b
also accepts its truth (for example, to support some joint goal they are
collaborating on), then a may seek consent for a persuasion dialogue
for p. If b already accepts the truth of p, it then says so to a and the
dialogue is quickly concluded. If b does not initially accept the truth
of p, then b should accept a proof (or an undefeated argument) for p
when presented by «a, provided b is rational and reasonable. Provided a
is rational, a should have such a proof of (or argument for) p before it
believed p to be true. Thus, for rational agents, we are able to generate
persuasion dialogues.

Negotiation dialogues arise when agents wish to divide a scarce
resource between themselves. If divisions of the resource can be quanti-
fied, and if each agent has knowledge of their own utilities with regard
to these possible divisions, and the utilities for each agent are par-
tially ordered, then a cake-cutting algorithm, such as that described in
[26, Section 5], could be used to generate agent locutions. Note that
one agent’s utilities need not be known to the other agents, and the
utilities of different agents need not be commensurate. An alternative
generative mechanism for negotiation dialogues over the purchase of
consumer durables is proposed in [23], drawing on marketing models
of consumer decision making. For deliberation dialogues, there is
no obvious generative mechanism. These dialogues can be initiated
automatically whenever an agent believes that the group of agents
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16 McBurney and Parsons

needs to jointly decide on a course of action. If a proposal for action is
presented by some agent once inside such a dialogue, this proposal could
be considered rationally by each of the other agents (assuming as before
they each have partially-ordered utilities with respect to the features of
the proposal, and assuming each agent knows its own utilities). Thus a
proposal could be discussed inside the dialogue, and revisions proposed,
based on the individual-agent utilities of each proposal. However, it is
not clear how the initial proposal may be automatically generated when
the deliberation dialogue commences. One approach could be for the
agent which requested the dialogue to propose an action at random.
However, this method may take a long time to converge to an agreed
solution, if indeed it ever terminates.”

If we had generative mechanisms for each of the atomic dialogue-
types, then we would have them for all dialogue-types, by simple in-
spection of the Dialogue Combination Rules presented in Section 3.3.

4. Example

We illustrate the framework with a dialogue occurrence between a po-
tential buyer and a potential seller of used motor cars. The example
shows how a dialogue may evolve as information is sought and obtained
by one or other party, and how dialogue-types may be embedded in one
another. Because our formalism has been designed for any dialogue
game, it does not specify legal locutions within games. For ease of
understanding therefore, the example is given in a pseudo-narrative
form, with dialogue moves annotated as sub-dialogues open and close;
we also ignore interaction constraints. The two participants, a Potential
Buyer and a Potential Seller, are denoted by B and S respectively.

B: BEGIN(INFOSEEK (New _car_purchase))

Potential Buyer B requests commencement of an information-seeking dia-
logue regarding purchase of a second-hand car.
S: AGREE(INFOSEEK (New_car_purchase))

Potential Seller S agrees. INFORMATION-SEEKING Dialogue 1 opens.
B: REQUEST(Cars,Models)

B asks what cars and models S has available, using legal locutions in the
INFORMATION-SEEKING Dialogue.
S: PROPOSE_RETURN_CONTROL

Return to CONTROL Layer.

" The modal logic formalism of [25], for example, deals with this problem by
assuming each agent first develops its own proposal for action and then seeks to
persuade the others to adopt it; thus in Walton and Kabbe’s terminology, the
dialogue is modeled as a multi-way persuasion rather than as a deliberation.
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B: AGREE(RETURN_CONTROL)
S: BEGIN(INFOSEEK (Budget))

S requests commencement of an Information-Seeking dialogue regarding
the budget B has available.
B: AGREE(INFOSEEK (Budget))

B agrees. INFORMATION-SEEKING Dialogue 2 opens, embedded in 1.
S: REQUEST (Budget)
B: Budget = $ 8000.

INFORMATION-SEEKING Dialogue 2 closes. Return to INFORMATION-
SEEKING Dialogue 1.
S: (Cars, Models) = {(Mazda, MX3), (Mazda, MX5), (Toyota, MR2)}

INFORMATION-SEEKING Dialogue 1 closes. Return to CONTROL Layer.
S: BEGIN(INFOSEEK ((Purchase_Criteria))

S requests Information-Seeking dialogue over B’s purchase criteria.
B: AGREE(INFOSEEK((Purchase_Criteria))

INFORMATION-SEEKING Dialogue 3 opens.
S: REQUEST (Purchase_Criteria)
B: Purchase_Criterion_1 = Price, Purchase_Criterion 2 = Mileage, Purchase_
Criterion_3 = Age

INFORMATION-SEEKING Dialogue 3 closes. Return to CONTROL Layer.
S: BEGIN(PERSUASION (Make);PERSUASION(Condition_of_Engine);
PERSUASION(Number_of_Owners))

S requests a sequence of three Persuasion dialogues over the purchase
criteria Make, Condition of the Engine, and Number of Owners.
B: AGREE(PERSUASION (Make);PERSUASION(Condition_of_Engine);
PERSUASION(Number_of_Owners))

PERSUASION Dialogue 1 in the sequence of three opens.
S: Argues that “Make” is the most important purchase criterion, within any
budget, because a typical car of one Make may remain in better condition
than a typical car of another Make, even though older.
B: Accepts this argument.

PERSUASION Dialogue 1 closes upon acceptance of the proposition by B.
PERSUASION Dialogue 2 opens.
S: Argues that that “Condition_of-Engine” is the next most important pur-
chase criterion.
B: Does not accept this. Argues that he cannot tell the engine condition of
any car without pulling it apart. Only S, as the Seller, is able to tell this.
Hence, B must use “Mileage” as a surrogate for “Condition_of Engine.”

PERSUASION Dialogue 2 closes with neither side changing their views: B
does not accept “Condition_of-Engine” as the second criterion, and S does not
accept “Mileage” as the second criterion. PERSUASION Dialogue 3 opens.
S: Argues that the next most important purchase criterion is “Number_of-
Ouwners.”
B: Argues that “Mileage” and “Age” are more important than “Number_of-
Owners.”
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18 McBurney and Parsons

S: Argues that “Number_of Owners” is important because owners who keep
their cars for a long time tend to care for them more than owners who change
cars frequently.
B: PROPOSE RETURN_CONTROL

Return to CONTROL Layer.
S: AGREE(RETURN_CONTROL)
B: BEGIN(NEGOTIATION (Purchase_criteria)
S: AGREE(NEGOTIATION(Purchase_criteria)

NEGOTIATION Dialogue 1 (embedded in PERSUASION Dialogue 3) opens.
B: Says he will accept “Number_of-Owners” as the third purchase criterion
in place of “Age” if S accepts “Mileage” in place of “Condition_of Engine”
as the second.
S: Agrees.

NEGOTIATION Dialogue 1 closes. PERSUASION Dialogue 3 resumes
and closes immediately. Return to CONTROL Layer.
B: BEGIN(INFOSEEK (Ratings_of_cars))

B requests an Information-Seeking Dialogue concerning ratings of cars
against the agreed purchase criteria.
S: AGREE(INFOSEEK (Ratings_of_cars))

INFORMATION-SEEKING Dialogue 4 opens.
B: REQUEST(Cars, Models, Price, Mileage, Number_of_Owners)
S: Provides this information.

INFORMATION-SEEKING Dialogue 4 closes. Return to CONTROL Layer.

This example demonstrates a Negotiation Dialogue embedded in
a Persuasion Dialogue, an embedding not permitted in [36]. In our
example, the persuasion dialogues concern purchase decision criteria,
which may be viewed as constraints on the space of the buyer’s possi-
ble intentions.® It seems reasonable that negotiations may occur over
intentions and the constraints upon them, a view shared by [6] in mod-
eling joint problem solving between agents. However, whether or not a
particular type of sub-dialogue is appropriate at a specific place in a
larger dialogue should be a matter for the participants to the dialogues
to decide at the time. The formalism we have presented here enables
such decisions to be made mutually and contextually.

8 Purchase decision criteria are important for the buyer’s decision because they
may determine which subset of available products receive detailed evaluation by the
buyer [18, Chap. 2]. In this example, the particular criteria used by B may result
in a subset containing cars which are not those which S most desires to sell to B at
this time, and so S may well seek to influence B’s selection of criteria. The criteria
therefore become part of the broad purchase negotiation dialogue between the two.
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5. Discussion

The major contribution of this paper has been to develop a formal
and potentially-generative language for dialogues between autonomous
agents which admits combinations of different types of dialogues. Our
formalism extends previous work in formalizing generic dialogue game
protocols. For example, Prakken [30] seeks to develop a generic formal-
ism for dialogue game protocols, but only those involving persuasion
dialogues. In addition, his formalism does not represent combinations of
dialogues. Bench-Capon et al. [3] take a different approach, presenting a
generic method for syntactical specification of a dialogue game in terms
of the dialogic pre-conditions and post-conditions for each legal locu-
tion. Such a specification may be considered as an operational semantics
for the game protocol, linking utterances with states of the dialogue
(although not with mental states of the participants). However, this
formalism, while applicable to any dialogue game type, similarly does
not represent combinations of dialogues or dialogue types.

Another approach is the dialogue game framework proposed by
Maudet and Evrard [21], in the tradition of computational linguistics.
Because the explanation of human dialogues and the generation of
artificial dialogues are key concerns, their formalism incorporates se-
mantic elements, such as rationality conditions, in the definition of the
dialogue game syntax. As explained earlier, we are concerned to ensure
protocols are defined purely syntactically, even when we have specific
applications in mind. Moreover, their framework appears to be focused
on information-seeking and persuasion dialogues and, as with those
mentioned above, has no means to represent combinations of dialogues
or dialogue types. Reed’s formalism [32] avoids these problems, in that
it permits any type or combination of types of dialogues to be modeled,
with the exception of parallel dialogues. However, as explained earlier,
this formalism is descriptive rather than generative, in that it does
not specify the forms of utterances, nor the rules which govern their
formation, issuance and effects.

In contrast, the ADF formalism we have proposed permits the rep-
resentation of any type of dialogue and a wide diversity of combinations
of dialogues and dialogue types; it does so in a manner which is purely
syntactic, and which is potentially generative as well as descriptive.
The formalism provides a single, unifying framework for representing
disparate types of dialogue, including those in the typology of [36]. In
addition, our formalism is modular, so that other dialogue types may be
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20 McBurney and Parsons

inserted readily into the framework, directly or as embedded dialogues.”

Because the ADF structure is a logical formalism, it may also facilitate
the study of the formal properties of dialogue game protocols, e.g. their
computational complexity. Recent work by one of us has looked at
the satisfiability and complexity of using logical languages for agent
negotiation [38]. The issue of participant strategies in dialogue games
is another area amenable to formal analysis through a logical formalism.
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