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Abstract. Designers of agent communications protocols are incrghsirsing
formal dialogue games, taken from the philosophy of arguatem. Based on
our experiences in designing these, we propose a set ofedatdor such pro-
tocols.
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Formal dialogue games are games in which participants “fnioyeuttering locu-
tions, and they have been studied by philosophers since itiéldtAges [6]. In recent
years, such games have found application in Atrtificial ligehce, for example as the
basis for the design of protocols for communications betwagtonomous software
agents. In the typology of dialogues of Walton and Krabbé, [@&logue-game models
have been developed for: negotiation dialogues, wherécjpamts seek to agree a di-
vision of some scarce resource [2, 3, 20]; persuasion di@egvhere one party seeks
to persuade another to accept some claim [3, 16]; informageeking dialogues, where
one party seeks the answer to some question from anothgr[p8it and deliberation
dialogues, where participants seek to jointly agree a eoofrsiction in some situation
[8].

Much discussion in argumentation theory and in the philogagf logic has con-
cerned the meaning, usefulness and appropriate desigalofyjde games, as seen re-
cently in [9, 12]. They have also received attention in cotapanal linguistics, as the
basis for models of natural language generation and priocgfg?]. However, despite
the numbers of dialogue-game protocols recently proposeddent interactions, we
know of no discussion of appropriate design principles fiis tomain. In this paper,
we propose the first list of desiderata to govern their deaighassessment.

We assume that the specification of a dialogue game protoosists of: (a) a set
of topics of discussion (which may be represented in somiedbtanguage); (b) the
syntax for a set of defined locutions concerning these tofigsa set of rules which
govern the utterance of these locutions; and (d) a set of mihéch establish what com-
mitments, if any, participants create by the utterance ofiéacution. We refer to such
a specification as ®ialogue Gameor a Dialectical Systemour model is presented
formally in [15]. We further assume that agents participgin such dialogues are au-
tonomous, willing and free participants, able to enter aitddvaw a particular dialogue
as they see fit.



Our proposed desiderata are informed by the criteria pegbésr assessment of
automated auction and negotiation mechanisms in, e.g1y121], by theories of de-
liberative decision-making, e.g. [1,5, 7], and by our poesd work proposing criteria
for assessment of argumentation-based decision-suygtetss [19]. Because of space
limitations, we simply list our proposed desiderata, wiitthel in the way of justification:

Dialogue Purpose: A dialectical system should have one or more stated obgstiv
and its locutions and rules should facilitate the achieverogthese. For example,
the stated purpose of a system for negotiation may be anragre®n the division
of a scarce resource.

Individual Purposes: A dialectical system should permit participating agentdoieve
their own individual purposes consistent with the overaligpse of the dialogue.
These individual purposes may conflict, as when parties tgatmtion each seek
to maximize their individual utility in any outcome.

Formal Inclusiveness. A dialectical system should not preclude participation hy a
potential agent which is qualified and willing to participat

Transparency: Participants to a dialogue should know the rules and straatithe
dialectical system prior to commencement of the dialogug@alrticular, any refer-
ence from dialogues in a dialectical system to an exterradityeshould be ex-
plicitly stated, and known to the participants before comosnent, e.g. when
commitments incurred inside a negotiation dialogue implysequent real-world
commitments to execute a particular transaction.

Fairness. A dialectical system should either treat all participargsally, or, if not,
make explicit any asymmetries in their treatment.

Soundness of Argumentation: A dialectical system should adhere, at least at the out-
set, to a specific theory of argument, for example HitchcoBkinciples for Ratio-
nal Mutual Inquiry [7], or Roberts’ Rules of Order [18]. Ifétparticipants wish to
change the dialogical rules of the system in the course afgusifor a particular
dialogue, being free agents, they should be enabled to do so.

Externalization: A dialectical system should be defined entirely in terms offiable
linguistic behaviour; in particular, there should be nouiegment for participants
to exhibit particular mental states before, during or adtdialogue:

Encour agement of Resolution: Resolution of each dialogue (normal termination) should
be facilitated, and not precluded, by the locutions andsrafea dialectical system.

Rule-Consistency: The locutions and rules of a dialogue system should be ialigrn
consistent; in particular, they should not lead to deadiqekhere no participant
may utter a legal locution), nor cycles of repeated locigion

Discouragement of Disruption: Under normal circumstances, the rules of a dialecti-
cal system should discourage or preclude disruptive Istgubehaviour, such as
uttering the same locution repeatedly. As Krabbe [13] netiéls regard to retrac-
tion, achieving a balance between outlawing disruptivealiglur and permitting
freedom of expression is not necessarily straightforwand, will differ by appli-
cation.

! For example, the dialogue-game models for persuasiongliakof [14] and negotiation dia-
logues of [2] do not satisfy this criterion, as they includesantic conditions in the definition
of locutions.



Self-Transformation: A dialectical system should permit participants to undesgjé
transformation [5] in the course of a dialogue; e.g. pgvtais to a negotiation may
change their preferences or their valuations of utility essalt of information they
receive in the dialogue. In particular, participants sdduve the right to retract
prior commitments, although not necessarily always unitmmally.

System Simplicity: The locutions and rules of a dialectical system should bagsis
as possible, consistent with these other criteria. In algr, each locution should
serve a specific and explicit function in the dialogue, arartiies should lead to
an efficient transfer of information between participants.

Computational Simplicity: A dialectical system should be designed to minimize any
computational demands on its participants, consisteitit thigse criteria.

In addition, there may be further desiderata appropriatespecific types of dia-
logue. For instance, for dialogues undertaken to negadidigision of scarce resource,
it may be considered desirable that outcomes are Paretoalptie. that any other out-
come leaves at least one participant worse off. Because suengsagents are free and
willing participants in a dialogue, acting under no durélsen any agreed outcome to
a negotiation dialogue will satisfy this particular criter, if the desiderata above are
met.

Itis important to note two criteria we have not included h&e have not specified
that dialectical systems should be realistic represemtaibf some human dialogue, as
we see no reason why agent interactions should necessdwity Ruman models of in-
teraction. Indeed, dialectical systems may be applied émgdjalogues which humans
do not, or, even, could never undertake, such as simultaneegotiations with hun-
dreds or thousands of participants. Moreover, there areyro@mmon types of human
dialogue, such as command dialogues, information-prowidialogues and dialogues
over the degrees of belief to be assigned to uncertain pitogas for which no formal
representations yet exist.

In addition, we have not specified that the rules of a diatatfystem should require
that the participants satisfy some criteria of rationaditythat they should adopt a par-
ticular decision-making procedure, such as the maximupeeted-utility rule. Firstly,
such conditions can never be completely verified, since fecmiritly-clever agent can
always insincerely simulate any desired mental state. r®Bgoinsisting that partici-
pants to a dialogue adhere to some normative code of con@aeght is contrary to our
Weltanschauungs Feyerabend demonstrated [4], the progress of sciesaharred
despite, not because of, such rules for reasoning.
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