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Abstract

Scenario planning provides a widdy-used means of summarizing the multitude of
possble ways in which the future may arive.  Given certain assumptions about the
world as it is now in some domain, and assumptions about the factors which may
influence it and ther inter-reaionships, we can aticulate an argument for how the
present may evolve into the future.  With different darting assumptions and different
influencing factorss we may aticulate dternative aguments for this possble
evolution, each corresponding to one or more evolutionary paths.

A mgor chdlenge for organizationd or public policy use of scenario planning is thet
different people have different gating assumptions and believe different influencing
factors are important; thus they aticulate or opt for different future evolutionary
paths. How might these different paths be compared and synthesized? Drawing on
the philosophy of argumentation, we have developed a theory to support comparison
and synthess of dterndive future scenarios. Our gpproach enables argument both
within one scenario and across dternative scenarios.

Our theory, which we cdl ensemble theory, is defined in a computationd manner,
making it suitable for implementation itsdf in intdligent computer systems.  We
decribe an example of a computer gpplication in a clinicd medica domain, for an
intelligent system to advise paients on the consequences of ther lifestyle options,
medica tests and treatments for breast cancer.
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1. I ntroduction

In many domains, the absence of hard data or the presence of conflicting perceived
interests makes reaching agreement on the quantification of uncertanty difficult.
Argumentation formdisms have been proposed for the quditative representation of
uncertainty in these circumstances (Krause et al. 1995) and have found application in
intelligent systems, for example in medicd and safety andysis domains (Carbogim et
al. 2000). In McBurney & Pasons (2001b), we proposed a formaism using
didecticd argumentation for representing and resolving the arguments for and againgt
uncertain propostions. Our formdism was particularly appropriate for gpplication
domains involving mising or ambiguous data, or where multiple stakeholders have
divergent interests.  We grounded our representation in specific theories of rationd
human discourse and centered it on an dectronic space for presentation of arguments,
teemed an Agora. In addition, we demondrated tha this formaism had severd
desrable properties when used for inference and decison-making. In this paper, we
extend this framework to enable diaecticd argumentation under and between
multiple sets of circumstances, or scenarios.

The notion of scenario has found widespread application in busness forecading, in
public policy determination, and in scientific domains (Schwartz 1991, McBurney &
Parsons 2002c). An early use of the methods of scenario andyss may be seen in
nineteenth-century  statisticd mechanics, where research sought to determine if the
properties of a physicad system, such as its entropy a a given time, depended on the
gysem's initid date. Ludwig Boltzmann (1872) tackled this problem by comparing
the given sydem to a collection of dternative, imaginary systems, each having
different initid conditions — i.e,, what we would now cdl scenarios. By doing so, he
could potentiadly assess the extent to which the system property of interet was
independent of the initia system date. Josiah W. Gibbs (1902) formaized the concept
of a collection of dternative sysems with his notion of ensemble, a term we aso use

in this paper.

Perhaps the most important and complex recent agpplication of scenario andyss has
been in the work of the Intergovernmenta Pand on Climate Change (IPCC)
(McCarthy et al. 2001), the UN agency tasked with assessing the current and possible
future dates of the world's ecosystem, and with conddering and recommending
appropriste environmental regulatory policies.  In this domain, scenario andlyss has
been used for scientific modding and prediction, for the modding of socio-economic
variables and conditions, and for the assessment of proposed regulatory policies and
targets (Carter et al. 2001)

Despite their widespread use, however, there appears to be no forma theory of
scenarios or cenaio andyds. Without a formd theory, many questions reman
without rigorous answers, eg., How should scenarios be condituted? How many
scenarios should be consdered? How should individud scenarios be andysed? How
should any differences in the likedihood of occurrence of different scenarios be
represented? How should their relative importance be represented? How should
reasoning be undertaken across a collection of scenarios, or multiple collections of
scenarios? In the absence of a formd theory of scenarios it is difficult to assess the
vdidity or rdiability of any particular gpplication of scenario andyss, for example,
the many andyses generated by the work of the IPCC. Moreover, because no
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computationd theory of scenarios yet exids, goplication of scenario andyss in
inteligent systemsis limited.

The long-term aim of the research reported here is a rigorous, forma, computationa
theory of scenarios.  In this paper, we take an initid sep towards this am, by
consdering one type of scenario, those based on didecticd argumentation systems.
In Section 2, we review our mode for quditative inference in uncertain domans,
which uses didecticd argumentation to represent conflicting, ambiguous or contested
information. Section 3 defines our notions of scenario and ensemble, while Section 4
discusses how we may reason across multiple scenarios.  An example of the
goplication of these ideas to medical decisions support systems is presented in Section
5, and Section 6 concludes the paper.

2. Dialectical Argumentation

In this section we briefly summarize the Agora framework for the quditative
representation of uncertainty which we presented in earlier work (McBurney &
Parsons 2001b). In this framework, arguments for and againg clams are articulated
by participants in an eectronic space, an Agora, with clams expressed as formulae in
a propodtiond language. By means of defined locutions, participants in the Agora
can vaioudy post, assert, contest, judtify, rebut, undercut, quaify and retract clams,
jut as happens in rea discourse. For example, a debate participant P could
demongrate her argument supporting a dam ¢, an agument to which she was
committed with strength D, by means of the locution:

show_arg(P: Arg(c))

In this formdism, we use the symbols “Arg(c)” to denote the argument presented by P
in support of the dam c. To manipulate arguments such as these computationaly
requires a modd of argument, and so our Agora framework draws on the well-known
modd of Stephen Toulmin (1958). In this modd, a clam is supported by specific
premises (caled “data’), which are connected to the claim by means of a “warrant”.

Thus, to support a clam that a particular medica paient has a high chance of
developing breast cancer, we may provide data in the form of the patient's family
hisory of the disease, dong with a warrant which connects any person’s chances of
developing cancer to that person’s family history. Such a warrant may be supported
by epidemiologicd data or genetic theory. Because data and warrants may only
provide limited support for cams Toulmin's modd dso permits dams to be
qudified by “moddities’, such as “probably” or “dmost cetanly”. The Agora
framework aso permits the articulation of arguments expressing the consequences of
some clam, such as the likdihood of the patient's children dso developing breast
cancer if the patient does.

With this model of an argument we can condder the manner in which arguments may
relae to each other, and here we used terminology which has become sandard in
computationa  argumentation.  An argument is sad to be consistent if its various
premises do not contradict one another. Given any argument in support of some
dam c, a rebuttal is an argument in support of the negaion of the cam, i.e, an
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agument that ¢ is not true!  Given an argument for a dam c¢ which rdlies on some
premise g, an undercutting argument, or an undercut, is an argument for the negation
of the premise, i.e, an argument that q is not true. Rebuttals and undercuts of an
argument are said to attack that argument, and are called attackers.

In the Agora framework, the rules governing the use of permitted locutions are
expressed in terms of a formd didogue-game between the participants.  Didogue
games involve formdized interactions between two or more paticipants, in which
eech player “moves’ by making utterances in a conversaion, according to various
pre-defined rules. Only utterances from some set of defined locutions are permitted.
These games were fird <udied by Arigotle (1928) and then by medievd
philosophers, before being taken up my moden philosophers for the sudy of
fdlacious arguments (Hamblin 1970) and as a game-theoretic semantics for forma
logic (Lorenzen and Lorenz 1978). Because they ae rule-governed, they are
paticularly attractive for computer science, and have been used, for example, to
represent legd reasoning (Bench-Capon et al. 2000) and to design protocols for
interaction between different computationd entities, for example, for automated
consumer purchase negotiations (McBurney, van Eijk et al. 2002).

We assume that the Agora participants begin a debate with a set of agreed facts, or
assumptions, and an agreed set of inference rules (or warrants). Because we want to
modd many forms of reasoning, these warrents need not be deductive and may
themsdves, in our Agora formulation, be the subject of agument.  Smilarly,
paticipants may question and contet the premises, the moddities and the
consequences of claims presented in arguments by other participants.

We demondrated the use of this framework for the representation of uncertainty by
defining a st of quditaive uncertainty labes assgned to dams on the bass of the
arguments presented for and againg them in the Agora Essentidly, one could say
tha cdams have more credibility (and hence less uncertainty) the fewer and the
wesker are the arguments againgt them.  While any set of labds could be so defined,
we drew on earlier work in computationd argumentation (Krause et al. 1995) and
defined the collection of |abels?

Accepted, Probable, Plausible, Supported, Open.
Our definitions of these labalswere asfollows. A clam cissaid to be:

= Open a time t if there are no arguments presented for ¢ in the Agora up to this
time.

= Supported a time t if an agument in support of ¢ has been presented in the
Agoraby thistime.

= Plaugble a time t if a conggtent argument in support of ¢ has been presented in
the Agora by thistime.

! For simplicity, we are here assuming classical, two-valued, logic, where every statement is either true
or false and not both and not neither. Other logics, such as intuitionistic logic or multiple-valued
logics, are also possible.

2 |t isimportant to stress that nothing in our approach precludes the use of labels other than these.
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= Probable a time t if a congstent argument in support of ¢ has been presented in
the Agora by this time, and no undercuts or rebuttals have been presented against
the argument by thistime.

= Accepted a time t if a congstent argument in support of ¢ has been presented in
the Agora by this time, and every agument atacking this argument is itsdf
attacked.

These labels express increasing certainty about a clam being true, & any given time.
However, as arguments for and against a propostion are presented to the Agora, the
datus of a propostion may rise or fdl: a cdam conddered Probable a one time may
be only Plausible later, and then be Accepted later again. We therefore defined the
truth-valuation of a dam c a time t, denoted v _t(c), to be 1 if ¢ had the labd
Accepted a this time, otherwise it was 0. Such a vduaion summarizes the
knowledge of the community of debate participants a the particular time, since it
incorporates, via the definitions of the labels, dl the arguments for and agang -
aticulated to that time. Consequently, assessng the truth-gtatus of a cdlam a a
particular time can be viewed as taking a snapshot of an Agora debate. Of course,
because these definitions are time-dependent, and arguments may be articulated in the
Agora & any time, such an assgnment of uncertainty labes and truth vauaion must
be defeasble. Clams accepted a one time may be overturned a another, in the light
of new information learnt or arguments presented subsequently.

In usng the Agora framework to represent uncertainty, attention will focus on the
truth vauation function over the long-run.® The sequence of truth-values ¢/ t(c) | t =
1,2 ...) may or may not converge as time t heads to infinity. Suppose thet it does
converge, and denote its limit vaue by v(c). What will the vaue of a sngpshot taken at
time t, namdy v_t(c), tel us about v(c)? Of course, snce any finite sngpshot risks
being overtaken by subsequent information or arguments, we cannot infer with
complete accuracy from the finite snapshot to the infinite value. However, we have
shown (McBurney & Parsons 2001b) that, under certain conditions, we can place a
bound on the likdihood that such an inference is in eror. The conditions essentialy
require that: firdly, the snapshot is taken a a time after commencement sufficient for
dl the arguments udng the initid information to have been presented, and secondly,
there is a bound on the probability that new information arises following the

snapshot.*

This result is andogous to the standard, Neyman-Pearson, procedures for satistical
hypothesis testing (Cox and Hinckley 1974). When tedting a scientific hypothesis we
can never be certain that inferences based on a sample, drawn randomly from a given
population, are vaid when gpplied to that population. But the NeymanPearson
procedures enable us to estimate an upper bound on the probability that such
inferences are invaid. In other words, we can bound the probability of inference
eror. Likewise, in the case of Agora debates, this propostion provides us with some
confidence in our use of finite sngpshots to make inferences about the long-run truth-

3 Strictly, we are assuming throughout that time in the Agora is discrete, and can be represented by a
countably-infinite set.
* Thisresult is proved as Proposition 7 of McBurney & Parsons (2001b).
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vauation function for a debate.  While such inference is not deductively vaid, at lesst
itslikelihood of error may aso be bounded.

3. Ensembles

The framework we have just outlined provides a means to represent the diverse
arguments that may be derived from a given set of assumptions, by means of a given
st of inference rules (deductive or otherwise). If we were to start with a different set
of assumptions, and/or permit the use of different inference rules, the arguments
presented in the Agora could well be different. As a result, the uncertainty labels and
truth vaues assgned to formulae could dso be different, both when teken a finite
sgpshots and in the limit. Each collection of dterndive sets of assumptions and
inference ruleswe call a scenario, which we define asfollows:

A Scenario S for a given domain consgsts of a set of assumptions and a
st of inference rules, with which participants are equipped a the
commencement of an Agora debate over propogtions in that domain.
For any scenario S, an Agora debate undertaken with the assumptions
and inference rules of that scenario, is said to be the Agora associated
with S.  We assume only one Agora debate is conducted in association
with any scenario.

Because we wish to reason across multiple scenarios, we dso define:

An Ensemble E is a finite collection of distinct Scenarios relating to a
common domain. We assume that, associated with each scenario is a
real-number between zero and ore, cdled its scenario weight. We cdl
the vector of these weights for dl the scenarios in a given ensemble E
the ensemble weightsvector of E.

What interpretation we give to the weights depends upon the meanings we give to the
logicd language, to the scenarios and to arguments for clams in the corresponding
Agoradebates. Three possible interpretations are as follows:

= Resources. The assumptions and clams may represent objects in the physica
world, and the inference rules physca manipulations of these objects, such as
actud condruction of new objects from exising ones. Scenarios can thus be
interpreted as different sats of resourcing assumptions, with clams being wdll-
defended in an Agora debate when the objects they represent are able to be
condructed with the assumed resources. In this interpretation, the weights
attached to scenarios may be the relative costs or benefits of different resources, or
their likelihoods of occurrence.

= |nteraction protocols. A second interpretation coud arise where the scenarios
represent dternative sets of rules of procedure for interaction between a group of
participants, for example, in a legd domain or in automated negotiation. Here the
rules of inference may represent different dlowable modes of reasoning, such as
reasoning by andogy or reasoning from authority. The weights may represent the
extent of compliance of each scenario with some set of principles of rationd
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discourse, such as those articulated by Alexy (1990) or Hitchcock (1991), a with
some normative economic or politica theory.

= Uncertain assumptions. Findly, a third interpretation would have the scenarios
as different descriptions of some uncetan doman, for example different
scientific theories, with propostions being statements about the domain, and the
inference rules representing different causad mechanisms. The scenario weights
could be rdative likdihoods of occurrence, or vauations of reative importance or
utility. Thisthird interpretation is the one we will consider in this paper.

We do not assume the weights sum to unity across the scenarios in an ensemble,
dthough they may do so. For example, the firs interpretation may be appropriate for
goplications in robaotics, where robots are engaged in identifying the tasks necessary
to achieve some pre-defined god or gods, an activity known as Planning in Artifidd
Intdlligence (Allen et al. 1990). In the case where the robots are uncertain of each
other's resources and capabilities, the scenario weights could represent reative
feadhility of different planning assumptions.  If the scenarios in an ensamble were
mutualy exclusve and exhausive of possble resourcing assumptions, then it would
be reasonable for the weights to sum to unity across the scenariosin the ensemble.

The weights may vary with time, but, if 0, we assume tha ther assgnment to
scenarios is independent of the didecticadl daus of cdams in the corresponding
debates. This assumption of independence is made because the assgnment of weights
to scenarios should be on the bass of characteristics of the scenarios themselves, such
as ther assumptions and inference rules, not on the bads of arguments which ensue or
don't ensue in the associated Agora debates. In other words, we may assign weights
to a scenario on the bass of arguments about the scenario, not on the arguments
conducted under the scenario.

Findly, there are two technicd issues which we mention only briefly here dthough
they are of mgor importance in any computationd application. Firgtly, we have not
discussed procedures for the creation of scenarios. If they represent possible
assumptions aout some uncertain domain, then it may be sengble to define a
scenario for eech possble combination of the truth vaues of the uncertan
assumptions.  Doing this, however, quickly leads to a combinatorid increase in the
numbers of scenarios, a State-space exploson problem. Articulating procedures robust
agang this problem is not something we (or anyone) have yet achieved.  Secondly,
our definition of an Ensemble requires tha the included scenarios must be digtinct.
This is necessry s0 that when aggregating across scenarios we do not engage in
“double-counting” of separate scenarios which are redly the same. How to determine
whether two scenarios are indeed didtinct is a difficult philosophica and practica
question. We have proposed a decision rule for determining an answer to this question
for scenarios in an argumentation context in McBurney & Parsons (2002b). More
work will be needed to extend this decision rule to other types of scenarios.
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4, Arguing acr oss Scenarios

Given we have an ensamble of disinct scenarios, under each of which an Agora
debate has been conducted, how may we reason across the ensemble? In other words,
how may we coherently aggregate the information contained in the entire ensemble?
The answer to this question depends upon what we are seeking to achieve in such
reesoning. Since we ae working in argumentation context, we may wish to
determine the didecticd datus of some cdam c across the range of the different
scenarios in the ensamble.  As with the gtuation within one individua Agora debate,
where we assgn the uncertainty labels {Accepted, Probable, Plausible, Supported,
Open}, we may dmilaly assgn quditative uncertainty labels across Agora debates
on the badis of diaecticd argumentation status. We present some possibilities here.

Recdl that, within any one Agora debate, arguments for and againg a clam may be
articulated.  This problem is amplified when we consder Agora debates under
multiple scenarios a dam may have a very different didecticad satus under different
scenarios.  This thought leads one to consider labels of the following sort. Given an
Ensamble E of digtinct scenarios, aclam cissaid to be:

= Open atime t if there are no arguments presented for ¢ up to this time in any
Agoraassociated with ascenario in E.

» Possible a time t if ¢ is assgned the Satus Accepted at this time in & least one
Agoraassociated with ascenario in E.

» |nevitable a time t if c is assgned the status Accepted & this time in every Agora
associated with ascenario in E.

» |mpossible & time t if not-c, the clam expressng the negetion of c, is assgned
the status Accepted at thistime in every Agoraassociated with ascenario in E.

If we further assume that the scenarios in ensemble E are assgned a vector of
enemble weights, then we can take the weights into account in determining the
likeihood of a dam c¢ being true across the ensemble. Thus, our labels could include,
for example:

= A dam c is sad to be more-likely-than-not a time t if c is assgned the Satus
Accepted at this time in Agora debates associated with scenario in E having totd
weight grester than the totd of those in which ¢ is not assgned the datus
Accepted.

Extending this idea, we could define a whole family of quditative labels, for every
percentage a between zero and 100, asfollows

= Adam cissadto be a%-likely a time t if c is assgned the status Accepted at
this time in Agora debaes associated with scenario in E having totd weight at
least a percent of the total weight of al scenarios.
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So, for ingance, if the weights of the scenarios where a particular clam c is accepted
comprise 35% of the totd scenario weights across the entire ensemble, we would say
that c is 35%-likely under E.

These definitions assgn labds to cdams on the bass of the weighted proportion of
Agora debates in which the clams are Accepted. In Section 2, however, the
quditative uncertainty labels we defined represented various didecticd datuses.
Udng these, therefore, it would be possble to define a multitude of labels for the
datus of a clam across an ensemble, depending on the particular mix of datuses
achieved by the dam in the debates under the various scenarios.  The primary
chdlenge of such an goproach is comprehending the resulting multi-dimensond
description of the ensemble status of aclaim.®

One possible response to these proposds is that scenario andysis is unnecessary in an
argumentation context, because these frameworks have been developed precisdy to
represent conflicting or uncertain information, and to resolve any inconsstency in the
resulting conclusons.  Such a view is mistaken. In a typicd application, we are not
merely trying to decide whether the possble arguments for some given clam are, on
baance, sronger or wesker than the arguments agangt it; we are aso trying to
identify the circumstances (the assumptions and dlowed warrants) under which
arguments exis for or againg the clam, and the circumstances under which those
arguments for it are stronger than those againgt it.  To do this rigoroudy, we need to
clearly demarcate the sets of possble circumstances — i.e., the scenarios — from
one another and to compare them.

5. An Application

In this section we present an example of the gpplication of these idess in the domain
of dinicad medicine  As is wel-known, many illnesses and medica conditions are
caused or influenced by genetic factors, and being able to test for the presence of
these factors greetly facilitates risk assessment and treatment.  For example, mutations
in the BRCA1 and BRCA2 genes are responsible for 5—10% of al breast and ovarian
cancers in women.  Women with these genes have a lifetime risk of contracting breast
cancer of up to 80%, compared with about 10% for al women in the population.® One
of the results of the revolution in molecular genetics is the avalability of tests for the
presence of these and other genes, tests which are increasngly becoming available.
Recelving a podtive result before the cancer has darted increases the patient’'s
monitoring and treatment options, and thus her chances of surviva.

However, a postive test result is not necessarily better than no test at al (Brody 1999,
MacDondd 2000). Employers, medicd insurers and Governments may dl
discriminate againg people with a known higher risk of some medica condition.
Even other family members — whose own risks may increase with the knowledge that
one member of the family has had a pogtive test result — may not welcome the news,
gnce it may change their own circumstances.  Thus, the advent of genetic testing can
lead to increased decison-making requirements upon patients, an area in which most

® We presented one approach to this problem in McBurney & Parsons (2001c).
6 Center for Cancer Risk Analysis, Massachusetts General Hospital, Boston, MA, USA.

10
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patients most of the time do not follow decisontheoretic best practice (Schneider
1998). Accordingly, medical professonds and others have seen a need for forms of
gendtic counsdling, to provide individud petients with esimates of ther persond
risks of developing a disease under different circumstances, and to assist them to
choose between dternative courses of monitoring, testing and trestment, and between
dterndtive lifestyle options.  This requirement has led to the deveopment of
computer-assisted decision-support systems, able to provide information and guidance
to patients and their medicd care-givers in these decisons, eg., Emery et al. (1999),
Coulson et al. (2001).

In providing dispassionate advice to patients, such genetic counsdling systems need
to incorporate the mgor factors influencing the assessment of risk of contracting the
disease in question. As mentioned, these factors typicaly include the presence or
absence of certain genes which predispose the patient to the disease. However, for
many diseases they dso include lifestyle and demogrephic factors, such as whether or
not the patient smokes, the number of children a woman may have, and the age at
which they were born. These factors are, to a greaster or lesser extent, within the
control of the patient, at least in so far as they concern future decisons. It is therefore
reasonable to consder each combination of patient decison-options — whether or not
to have a gendtic test; whether or not to have further children; when to have children;
etlc. — as an dtenative scenario.  Under each scenario, there will be arguments
supporting the cdam tha the patient will contract the disease and arguments agangt
this clam; these arguments may be resolved through the cdculation (from relevant
epidemiologica data) of a quantitative esimae of lifetime risk of contracting the
dissase.  Likewise, under each scenario, there may be arguments for and aganst
paticular treatment options or lifestyle choices. Having a breast removed, for
example, may reduce the patient’s risk of cancer but a the posshble expense of a
ggnificant loss of qudlity of life.

What we have just described is a high-level specification for a computer decision
support system which asssts patients to undertake scenario-based decision-making in
an argumentation context. In order to develop a computer sysem with this
capability, the system needs to be able to articulate arguments for and againgt \arious
testing, monitoring, treetment and lifestyle decison-options within each scenario in an
ensemble.  The modd we presented in Sections 2, 3 and 4 provides the formd
dructure for such a computer sysem, and it is one we are currently developing in
collaboration with the Advanced Computation Laboratory of Cancer Research UK, in
London.

11
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6. Conclusion

In this paper, we have reported on our current research effort attempting to formadize
scenario analyss. We seek to do this primarily so that scenarios and scenario analyss
may be incorporated in a coherent manner into intelligent computer systems, such as
those supporting human decison-making in complex domans. An application of
these ideas is to the development of computer-based decision-support systems for
genetic counsdling, to advise pdients on ther teding, prophylactic, trestment and
lifestyle options under a range of possble circumstances and outcomes (Emery et al.
1999, Coulson et al. 2001). Other examples include systems to support public
deliberation over environmenta issues (McBurney & Parsons 2001a) and the design
of tests of scientific hypotheses (McBurney & Parsons 2002a). A secondary benefit
of a forma theory of scenarios would be the development of andytica tools to assess
the vdidity of particular applications of scenario andysds and planning. The Kyoto
Agreements on climate change, for indance, made extendve use of scenario anayss
(Carter et al. 2001), and with possbly catastrophic consequences for us dl; it is
impossble to assess the vdidity or gppropriateness of this application of scenario
andysswithout aformad theory of scenarios.

12
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