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Introduction

Machine learning is an area of artificial
intelligence concerned with the development
of technigues which allow computers to
dearnr.

Gameeging s a Branch el machine Iearning
WhEre computers Iearn te; play, dames:
NUMBENR Off pIaVErS andr SEl O Strategles o
each PIaVEr:




Introduction

¢ Many game learning systems use a
competitive approach that repeatedly learns
nEew. strategies capaple of defeating older
Ones.

¢ Goal IS find eut strategy. |learning algorithim
Chiat 1ST ablie torlearn strategies WhiCh defeat a
gIVEen SEet off OPPONENLS.

¥ CompPELHYE GIgoHtI FEPEa LN USES 2
Strategy Iearnineg algoerithmartoraiscoNer
StrONG StrategV e the gaime.




Definition of Games

¢ A game is a function G maps two: inputs h
and X (first and second player strategies),
G(h, X)L

¢ First player strategy i comes, from set of
pPossible strategies, i = Hand x = X,

9 One DIt eoutpUL gives wiichrplayerwWinner.

¥ ol > DIMEZNS stratedy et deleatsi stirateqy.
19)




Structure

Exact learning. It is hecessary to assume
there is a perfect strategy that defieats all
possible opposing strategies.

fRere are twe main components

IS Strategy learningr algerithime
FEINfierCEMENit Iearning, NEUrIStIc SEalkch
ELe;

2. Competitive algorithme Uses  the strategy,
IEarRING alGerCRIMIS e ProdliCE REW.
stratedies: (Do not Use demain SPEcIfic
KREWIEGTE)




How it Works?

Samuel’s original work on checkers. Games
between A and B.

¢ A learns game from reinforcement
algorithm. This is strategy learning
algoritihm.

9 WhenrA Winst By, Brreplaced by A

9 [Ihe competitive algorithmi USES strategy;
IEgrninEralgeRithm te N iRc arNEWSA
Sthatea\  torWiRrBNsStrateaN»ARNE Se on.




Complexity

¢ [ime for a competitive algorithm refers to
the total number of strategies considered
Py It.

¢» Expected complexity: isi the Ig(H) or 1g(Ox).

9 I aneE X usualiyinet covertalli possiblie
Sthatedies: allfer MoeSt.




Related Work

¢ Reinforcement learning. Not useful for
complex domains.

¢ Heuristic game learning. Promising results,
withoeut demain Knewleddge.

¢ Reinforcement learning Used to traim
REUFaI RELWOrKS (eI SEllF play, games.

¢ Genetic algorthms naVve Deen Used WIEth
COMPEtItIVErceeVvoltition:

¢ Etc.




Performance

¢ For games with at most ¢ perfect strategies and
Specification nUMBEr K, Usingl randomized
strategy learning algorithm, competitive
algorithm complexity’ Is O(k) to learn periect
Strategy.

FOI GAIMESH &, transitVe  chiaiir el enatihan
cOmpettive algorithmiusingrstrategys algorthms
requirEr @D tImE tOriRE N PEECE Strateays (Chain
ST CHEN SEQUERCE I < PAIS)




Two Simple Competitive
Algorithms

.Each Defeats the lLast: Algorithm obtains
an initiall first player strategy s, then find a
second player strategy t with t>s, and so

on.

IS s essentially, ther competitiver algoritihm
Usedl in Samuel’s chieckers learning

SY/SCEM:

Miainr proewlemiis the KeEeprcheesing
Sthatedies I arcyecle:




Competitive Algorithms

2.Single Counterexamples: Given a
hypothesis, an equivalence guery returns
“ves” [t the hypothesis is the target, and
proVvides a counter example i it 1s not.

Wercan say. thiat a cotnterexample s a
Second player strateagy, tor defeat st
plaVerstratea)

NeE stlficient toNearn alifeEIES:




The Covering Competitive
Algorithm

¢ Covering all First and Second Player
Opponents: The first player strategy.
learning algorithm, at every: step, finds a
strategy that defieats all second-player
strategies already: seen.

¢ Using worst case strategy learning
algoerithms: s competitive algoritham
PEorMSt astwellras PessibIEnWItRNWVEst:
caSerstratedyAlearnneralgerthms:




¢ Using a Randomized Strategy Learning
Algorithm: Define the (p,d) randomized
criterion for samplingl from an arbitrary:
Set Y.

At each step of algorithmi, denote by X the
Sset off remaining feasible sets ofi seconad
plaVer stirategies.




Examples

¢ Generalized Guessing Games: Solve the
game in time poelynomial n using
randemized criteria.

¢ Concept Learning




Complexity

¢ Who wins? This problem solved by
strategy learning algorithm i NP.
Competitive algorithm using randomized
criterion in Ig(H) or Ig(x).

o No competitive algoerithn exists selves
eVvery, gamennrpelVaemial time:




Future Direction

¢ Games with poelynomial time computable
outcomes are not seolvable in time
poelynemial in Ig(H)r and 1g(OX). Open
guestion Is whether games may. be
selvaple in time polynomial

o [he (19,9) randemization Crterion s one
condition thiat allews the ceVerng
cOmMpEtitive algorithm terlearil PEECE
Stiiategiesinr pelynomialrtime:




Future Direction

¢ For complex games, it is unlikely that
natural classes of quickly computable
strategies will contain; perfiect strategjes.

» Even wWhen perfiect strategies) exist, It may.
PE; Intractalle tor fina them..




Conclusion

» Competitive algorithm is able to
successfully beoetstrap its way to perfect
strategies for a game under general
conditions.

¢ Covering competitive algorithn
guUarantees, progress! by, ensuring that new.
strategies defeai all previous! strategies,

9 FUtlire worksshould be;able torextend
hestiitSHterappReXiificteNEarninNG:




