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Abstract
Robin Lakoff proposed that women are more likely than men to use tentative speech forms (e.g., hedges, qualifiers/disclaimers,
tag questions, intensifiers). Based on conflicting results from research testing Lakoff’s claims, a meta-analysis of studies testing
gender differences in tentative language was conducted. The sample included 29 studies with 39 independent samples and a
combined total sample of 3,502 participants. Results revealed a statistically significant but small effect size (d ¼ .23), indicating
that women were somewhat more likely than men to use tentative speech. In addition, methodological moderators (opera-
tional definition, observation length, recording method, author gender, and year of study) and contextual moderators (gender
composition, familiarity, student status, group size, conversational activity, and physical setting) were tested. Effect sizes were
significantly larger in studies that (a) observed longer (vs. shorter) conversations, (b) sampled undergraduates (vs. other
adults), (c) observed groups (vs. dyads), and (d) occurred in research labs (vs. other settings). The moderator effects are
interpreted as supporting proposals that women’s greater likelihood of tentative language reflects interpersonal sensitivity
rather than a lack of assertiveness. In addition, the influence of self-presentation concerns in the enactment of gender-typed
behavior is discussed.
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The question of whether women and men differ in their

language style has received much attention over the past

several decades in psychology (e.g., Aries, 1996; Leaper &

Ayres, 2007; Thorne & Henley, 1975), linguistics (e.g.,

Talbot, 1998; Tannen, 1994), communications (e.g., Dindia

& Canary, 2006; Wood, 2007), and feminist studies (e.g.,

Crawford, 1995). Linguist Robin Lakoff (1973, 1975) played

an important role in bringing this debate to the forefront.

In a widely cited monograph originally published in

Language in Society, Lakoff (1973) proposed that gender dif-

ferences in communication are explained by the different

roles that men and women hold in society. According to

Lakoff, men communicate in an assertive manner because

they occupy the dominant position in the social hierarchy.

In contrast, she proposed women communicate in a more

tentative and polite manner because they occupy the subor-

dinate position in the social hierarchy. In the present study,

we conducted a meta-analysis to test for average gender

differences and possible moderators in the speech forms that

Lakoff delineated. As reviewed later, the contextual modera-

tors that we tested included gender composition, familiarity,

student status, group size, conversational activity, and physical

setting. The methodological moderators that we considered

were operational definition, observation length, recording

method, author gender, and year of study. Before addressing

the potential significance of these moderators, we begin with

a review of Lakoff ’s (1973, 1975, 1977) proposals regarding

women’s and men’s relative use of tentative language.

Comparing Women’s and Men’s Use of Tentative
Language

A preliminary note on terminology is warranted: The phrases

‘‘women’s language’’ (e.g., Lakoff, 1977; McMillan, Clifton,

McGrath, & Gale, 1977) and ‘‘female register’’ (e.g., Crosby
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& Nyquist, 1977) have been used to refer to the speech

features that Lakoff (1973, 1975) highlighted in her earlier

publications. This usage of these terms can inadvertently

perpetuate an essentialist view whereby certain speech forms

are characterized as inherently female. To avoid this practice,

we shall refer to the investigated speech forms as ‘‘tentative

language.’’

We considered four forms of tentative language that

Lakoff had highlighted: expressions of uncertainty, hedges, tag

questions, and intensifiers. First, expressions of uncertainty

occur when speakers use disclaimers (e.g., ‘‘I’m not sure if this

is right, but I think the meeting is tomorrow’’) or qualifiers

(e.g., ‘‘Jim’s performance in the course was somewhat disap-

pointing’’). Second, hedges include prefatory remarks such

as I guess or modifiers such as kind of (e.g., ‘‘I guess the presen-

tation was kind of short’’). Lakoff suggested that women use

hedges to downplay their authority. Third, tag questions are

queries seeking confirmation of an immediately preceding

declarative statement (e.g., ‘‘It’s a beautiful day, isn’t it?’’).

Lakoff proposed that women deploy tag questions to avoid

being perceived as overly assertive when making a statement.

Finally, intensifiers refer to adverbs such as very, so, or really

used in a way that adds little content to a statement (e.g., ‘‘That

report was so hard.’’). According to Lakoff, intensifiers mitigate

the directness and strength of an assertion.

To test whether there are reliable gender differences in

tentative language across different research reports, we con-

ducted a meta-analysis. This is a technique for summarizing

the statistical findings across studies investigating a similar

outcome. A meta-analysis reveals whether there is a statisti-

cally significant effect across all studies. Another important

component of the meta-analysis is the average effect size.

Cohen’s d is an index of effect size that reflects the difference

between groups (e.g., women and men) in standard deviation

units.

Besides testing for overall statistical significance and the

average effect size, meta-analysis also allows researchers to

test for the influence of moderator variables. For example,

as explained in more depth later, we tested whether certain

contextual and methodological factors influenced the likeli-

hood and the size of any gender differences in tentative

speech. Before addressing those points, we will provide an

overview of the issues that warranted this meta-analysis.

Questions About Lakoff ’s Hypotheses

Lakoff ’s (1973, 1975, 1977) proposals regarding women’s

speech are widely cited in textbooks (e.g., Wood, 2007) and

numerous empirical articles as evidence for gender differ-

ences in language. Decades later, many researchers credit

Lakoff with sparking what has become a widely researched

topic (see Lakoff & Bucholtz, 2004). Yet Lakoff ’s hypotheses

have not been universally accepted. In the years following

her initial publications, four major issues have been

raised. The first limitation is that Lakoff ’s work was largely

speculative and therefore had little empirical basis (see Mulac

& Bradac, 1995). Thus, her hypotheses may have reflected

commonly held—and potentially inaccurate—stereotypes

about women’s speech patterns. Lakoff (1975, 1977) herself

acknowledged this limitation, and she called upon researchers

to empirically test her hypotheses. In a narrative review of the

research literature, Aries (1996) concluded that there was

mixed support for Lakoff ’s claims. She further suggested that

gender differences depend on aspects of the interactive

context and methodological features of particular studies.

A meta-analysis can address these possibilities.

A second criticism frequently made about Lakoff ’s model

is that it exaggerates and thereby essentializes gender

differences in communication (Crawford, 1995; O’Barr &

Atkins, 1980; Smith, 1985). More specifically, Lakoff

has been challenged for suggesting that tentative language

is used by the majority of women but is seldom used by men.

A related criticism is that she overemphasized gender differ-

ences and thereby failed to acknowledge common similarities

between men’s and women’s communication patterns.

A meta-analysis may be especially helpful in this regard

because effect sizes reflect the magnitude of difference and the

corresponding degree of overlap between groups on a given

measure.

Third, some psychologists have argued that tentative

language may depend more on the relative status and power

of the interaction partners than on their gender (Henley,

2001; LaFrance, 2001). From this perspective, tentative lan-

guage is not necessarily characteristic of the feminine-

stereotyped communication style. Rather, tentative language

is used when someone—either male or female—is in a subor-

dinate position. Supporters of this interpretation have pro-

posed that ‘‘women’s language’’ be renamed ‘‘powerless

language’’ (e.g., O’Barr & Atkins, 1980). Thus, if women

tend to use powerless language more often than do men, it

may be because women are more likely than men to be in

positions in which they lack power. In defense of Lakoff

(1973, 1975), it is important to note that she attributed gender

differences in speech to women’s subordinate status. Indeed,

her monograph was entitled, ‘‘Language and Woman’s

Place.’’ Once again, meta-analysis may help to clarify this

issue. As explained later in our section on moderators, male

dominance may be implicated as an underlying factor if

gender differences in tentative speech are more likely in

mixed-gender than same-gender interactions.

Finally, some critics have worried that Lakoff ’s proposals

imply that tentative language is somehow deficient; that is,

tentative language might be viewed as substandard because

it lacks assertiveness. A deficiency model plays into the

greater social tendency to perceive feminine-stereotyped acts

as problematic because these behaviors deviate from the

masculine norm (i.e., ‘‘women-as-problem’’ perspective;

Crawford, 1995). Along this vein, Spender (1984) noted that

Lakoff used the masculine gender-typed speech pattern as

the standard against which feminine gender-typed speech is
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judged. According to Spender, women’s and men’s speech

may indeed differ, but this difference does not necessarily

mean that masculine gender-typed communication is super-

ior. Instead, feminine gender-typed speech forms may have

valuable functions. For instance, Fishman (1978) suggested

that women use tag questions to keep others engaged in con-

versation. This understanding is consistent with an alterna-

tive proposal that women’s language is more likely than

men’s language to reflect interpersonal sensitivity (e.g.,

McMillan et al., 1977). Therefore, it could be that women’s

use of tag questions and other forms of tentative speech

reflect a greater emphasis on affiliation (Leaper & Ayres,

2007) rather than a lack of confidence.

Moderators of Gender Differences in Tentative Speech

In the years following Lakoff ’s (1973, 1975, 1977) initial

publications, researchers sought to identify contextual factors

that might elicit gender differences in communication style.

Several of these factors were delineated in Leaper and Ayres’

(2007) recent meta-analysis testing for gender differences

and moderators in assertive and affiliative speech. Across

studies, women were slightly less likely than men to use

assertive speech (d ¼ .09); women were also slightly more

likely than men to use affiliative speech (d ¼ .12). When the

authors examined moderator variables, they discovered that

the likelihood and the magnitude of gender differences in

communication style depended on certain methodological

characteristics and aspects of the social interaction.

Leaper and Ayres’ (2007) meta-analysis synthesized much

of the research pertaining to gender differences in communi-

cation. However, it did not specifically test for gender differ-

ences in tentative language as described by Lakoff (1973,

1975, 1977). The present meta-analysis is warranted because

studies examining gender differences in communication have

resulted in conflicting and complicated findings (e.g., Mulac,

Lundell, & Bradac, 1986). The cumulative results of these

studies are difficult to interpret because methodological and

contextual factors unique to each study have yet to be exam-

ined as a whole. To this end, the present meta-analysis inves-

tigated a number of factors that may moderate gender

differences in the use of tentative language. Methodological

moderators include operational definition, length of observa-

tion, method of recording, gender of the first author, and year

of study. In addition, we considered potential contextual

moderators including gender composition, the relationship

among conversational partners, student status, group size,

conversational activity, and physical setting. These moderators

are described more fully below.

Methodological moderators. Researchers’ methodological

choices may also affect the likelihood of observing gender

differences in tentative language. We considered five possi-

ble methodological moderator variables. The first of these

was operational definition. As reviewed earlier, Lakoff

(1973, 1975) proposed that women and men differ in their use

of different forms of tentative speech. Although we tested for

average gender differences across all forms of tentative

language, it is possible that the likelihood and the size of

differences vary across particular types of tentative speech

(reflecting their operational definitions). Therefore, we

compared the different operational definitions (qualifiers/

disclaimers, hedges, tag questions, intensifiers) in our meta-

analysis. The testing of this moderator was exploratory, and

we did not advance any specific hypotheses.

Length of observation was a second factor that we consid-

ered. Research indicates that behavioral patterns become

both easier to recognize and more consistent as the length

of observation increases (e.g., Fagot, 1985). Hence, effect

sizes may be greater when longer observation periods are

made. Method of recording is a third factor that may moderate

the findings of a study. Specifically, videotape can be a more

accurate method of observation than is audiotape alone

(Leaper & Ayres, 2007). If so, effect sizes may be stronger

when videotape is employed. Fourth, we tested gender of the

first author as a moderator. Past meta-analyses have demon-

strated that this factor can influence the strength and direction

of the effect size (e.g., Anderson & Leaper, 1998; Eagly &

Carli, 1981). Therefore, we explored if this pattern occurred

with regard to the set of studies that we sampled. Finally, we

examined year of study to consider whether gender differences

in the use of tentative language have changed over the years.

In general, there is a recent historical trend toward smaller

gender differences in assertiveness (Twenge, 2001), and we

hypothesized a similar trend.

Contextual moderators. Six aspects of the conversational

context were tested as possible moderators of gender differ-

ences in tentative language. First, the gender composition

of the dyad or the group was of particular interest. If gender

differences in tentative language reflect people’s role expec-

tations and men’s greater dominance, then the magnitude of

an average difference should be greater in mixed-gender than

in same-gender interactions (see Carli, 1990; Hannover,

2000; Leaper & Ayres, 2007). Alternatively, gender differ-

ences in social behavior may reflect gender-typed social

norms and preferences. If so, then differences between

women and men should be greater when they are interacting

with same-gender partners who are more apt to share similar

norms (see Carli, 1990; Leaper & Ayres, 2007; McMillan

et al., 1977; Palomares, 2009). To test these different possibi-

lities, we compared studies involving same-gender interac-

tion partners with studies involving other-gender interaction

partners.

A second moderator that we tested was the relationship

among the conversational partners. Past research indicates

that people tend to behave in a more gender-typed manner

when interacting with strangers than with familiar persons

(Deaux & Major, 1987). This difference is likely related to

the finding that many people anticipate more social approval
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for gender-typed than cross-gender-typed behavior (see

Deaux & Major, 1987; Leaper & Friedman, 2007). Hence,

we compared studies that examined interactions between

strangers to studies that examined interactions between famil-

iar others. Larger average gender differences in tentative

speech were expected among strangers than familiar partners.

Third, the student status of the participants was examined.

The majority of psychological research is conducted with

college-age participants, which raises the question of how

well the results of these studies generalize to other age

groups. Sampling is an important factor to consider when

conducting research on gender norms (see Leaper & Ayres,

2007) because there is reason to believe that college students

are less gender typed in their behavior than are other individ-

uals. To this end, we compared studies conducted with under-

graduate participants to studies conducted with other (usually

older) participants. We hypothesized that average gender dif-

ferences would be smaller among college than noncollege

samples. Unfortunately, it was not possible to consider other

sampling characteristics (e.g., ethnicity, culture, socioeco-

nomic status), given the available studies.

A fourth contextual moderator that we tested was group

size. Prior research suggests that dyadic interaction may fos-

ter intimacy, whereas larger groups may foster competitive-

ness (e.g., Benenson, Nicholson, Waite, Roy, & Simpson,

2001; Leaper & Ayres, 2007; Solano & Dunnam, 1985).

Group size then has implications for participants’ use of ten-

tative language because past research has drawn parallels

between tentative language and language that is used to

establish intimacy (McMillan et al., 1977). If average gender

differences in tentative speech reflect underlying differences

in interpersonal sensitivity and intimacy, then effect sizes

should be larger during dyadic than group interactions.

Conversely, if variations in tentative speech reflect underly-

ing gender differences in assertiveness and competitiveness,

then the effect size should be larger during group than during

dyadic interactions.

Fifth, we examined conversational activity as a moderator.

The type of activity or conversational topic that women and

men select to discuss may mediate some average gender

differences in communication. On average, women are more

likely than men to prefer personal topics and socioemotional

activities, whereas men are more likely than women to prefer

impersonal topics and task-oriented activities (e.g., Newman,

Groom, Handelman, & Pennebaker, 2008). Gender differ-

ences may be mitigated, however, when women and men

engage in similar activities or topics. Accordingly, we distin-

guished between structured activities (e.g., receiving an

assigned topic to discuss) and unstructured activities (e.g.,

allowing participants to talk about whatever they want). We

expected a stronger average gender difference during unstruc-

tured than structured conversations.

Finally, the physical setting was the sixth contextual mod-

erator in our analyses. The majority of psychological research

is carried out in controlled settings (e.g., university research

laboratories); it is much less common for research to be

conducted in naturalistic settings. Setting may be important

because gender-typed behavior may be more likely in

unfamiliar situations than in familiar situations (Deaux &

Major, 1987). Therefore, we compared the results of studies

carried out in labs to studies carried out in naturalistic

settings. We expected that average gender differences would

be more pronounced in lab settings.

Method

Literature Search

The majority of the studies used in our meta-analysis were

found through the PsycINFO database by searching for stud-

ies that examined people’s use of tentative language (defined

below). In addition, we used other databases including

Linguistics and Language Behavior Abstracts, Educational

Resources Information Center (ERIC), and Sociological

Abstracts. Some of the search terms included tentative, asser-

tive, powerless, or sensitivity combined with terms such as

language, speech, communication, or social interaction.

The specific language forms that we examined (described

later) were also used as search terms. Furthermore, we

conducted additional searches of articles that cited either

Robin Lakoff or key studies included in our meta-analysis.

These citations as well as various reviews and books yielded

other relevant studies.

The following criteria were used in determining whether a

study would be included. First, only studies that examined

both adult men’s and adult women’s use of tentative language

were included; thus, studies were excluded if their samples

comprised only one gender or children. Second, only studies

that used observational methods to record participants’ use of

tentative language were included; thus, studies using self-

report measures were not used. Third, we included only stud-

ies that examined face-to-face communication. Finally, only

studies conducting statistical tests of gender differences were

used; that is, qualitative studies were excluded. A total of

29 studies met these criteria for inclusion. Of these studies,

publication dates ranged from 1977 to 2008. Information

about each study is summarized in the appendix.

File-Drawer Problem

The ‘‘file-drawer problem’’ refers to the assumption that

there is a bias toward publishing significant and/or compelling

results, which means that null findings remain unpublished.

Solely examining published studies, therefore, could paint a

skewed picture of the overall effect of a phenomenon. Accord-

ingly, some researchers advocate including unpublished

studies in meta-analyses (e.g., Hedges & Vevea, 1996).

We were able to identify two relevant unpublished dissertations

that were included in the present meta-analysis. Furthermore,

we utilized statistical techniques (described in results) to test

for publication bias.
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Coding the Studies

Trained research assistants worked individually to code the

studies that met the criteria for inclusion. Specifically, the

research assistants noted the statistical effects, operational

definition, and other moderator variables (see below).

The following statistical effects were recorded for each study:

sample size, means and standard deviations (if available), and

the test statistic (i.e., F, t, r, Z, p, w2). Coding for operational

definition involved classifying the operational definitions

used in each study into the five categories examined in the

present analysis. Coding for the other moderator variables

involved examining each study and noting whether the mod-

erator variables under investigation in the present analysis

were reported. If a moderator was present, the relevant values

were coded. If a moderator was not present, this omission was

noted, and the study was removed from the analysis of that

particular moderator. The first author regularly met with the

research assistants to discuss any questions that arose during

the coding process. Disagreements were resolved through

evaluation of the study in question and discussion. The sec-

ond author double coded 25% of the studies. Inter-coder

agreement was 100% for statistical effects, operational

definition, and moderator variables.

Moderator Variables

Several broad classes of moderator variables were examined

in the current meta-analysis. These included various metho-

dological qualities as well as aspects of the interactive

context. The specific moderators are described below.

Methodological moderators. Five methodological factors

were tested as potential moderators of gender differences in

tentative speech. First, this included the operational definition

of tentative language. We compared different definitions

based on Lakoff ’s (1975) model. Measures of tentative

speech were classified as (a) expressions of uncertainty

(qualifiers or disclaimers; e.g., ‘‘I’m not sure if this is right’’),

(b) hedges (e.g., ‘‘I guess,’’ ‘‘kind of’’), (c) tag questions

(e.g., ‘‘It’s hot today, isn’t it?’’), (d) intensifiers (adverbs such

as ‘‘very,’’ ‘‘so,’’ or ‘‘really’’ when used in a way that adds

little content to a statement), or (e) general tentative lan-

guage. The latter category was included to incorporate stud-

ies that did not fall into any of the aforementioned categories

but nonetheless examined tentative language. For example,

some studies used a broader definition of tentative language

that comprised more than a single category (e.g., a combina-

tion of qualifiers, hedges, and tag questions).

In addition to operational definition, four other methodo-

logical factors were examined: method for recording behavior

(audiotape vs. videotape), length of observation, first author’s

gender, and publication year. For observation length, we con-

trasted interactions that were relatively short (1�10 min) and

relatively long (11�75 min). For publication year, we used a

median split to contrast studies from older (1977�1991) and

more recent (1992�2008) time periods. This allowed for

approximately equal numbers of studies and roughly equal

time spans within each period.

Contextual moderators. We examined the following six con-

textual factors: (a) student status (undergraduates vs. others),

(b) the relationship between the participants (strangers vs.

familiar), (c) the gender composition of the dyad or group

(same- vs. mixed-gender), (d) the size of the group being

observed (dyads vs. larger groups), (e) the observational

setting (lab vs. other setting), and (f) the conversational

activity or topic. Conversational activities were classified as

either structured or unstructured. In structured activities, the

participants were assigned specific activities or topics to

discuss. Some examples included negotiation tasks, debates,

and discussion of current events. In unstructured (or less struc-

tured activities), people were observed in situations where

they selected their own conversation topics or activities.

Statistical Analyses

Effect sizes. The Comprehensive Meta-Analysis (CMA)

statistical package was used to carry out the analyses.

Cohen’s d, which uses standard deviation units to measure the

degree of difference between groups, was used as our index

of effect size. For purposes of interpretation, Cohen (1988)

suggested the following guidelines: Effect sizes are classified

as ‘‘large’’ if d � .8 (reflecting 53% or less overlap between

women and men), ‘‘medium’’ if d is between .5 and .8 (reflect-

ing 66% or less overlap), or ‘‘small’’ if d is between .2 and

.5 (reflecting less than 85% overlap). An effect size below

.2 (reflecting more than 85% overlap) is considered negligible.

In the current meta-analysis, average effects were positive if

women were higher than men in the use of tentative language.

Random-effects versus mixed-effects models. The CMA

software converts the inferential statistics used to test for a

gender difference (e.g., t, F, r, p, or M and SD) into Cohen’s

d standardized effect measure. These standardized values are

then combined using fixed-, random-, or mixed-effects mod-

els to create an overall effect size across studies (see below).

On occasion, nonsignificant findings were not accompanied

by sufficient information to allow for the computation of an

effect size. (This was the case for about 15% of the effects.)

When this shortcoming occurred, zero was imputed for the

effect size. As described later in the results, we tested the

overall effect size both with and without the studies where

zero was imputed.

In the present analysis, we used a random-effects analysis

to examine the overall effect across studies, and a mixed-effects

analysis to examine moderator variables. Meta-analyses are

often conducted with fixed-effects models, but these models are

limited in the extent to which their results can be generalized to

the population (that is, the body of hypothetical studies to which

we would like to generalize our findings). In fixed-effects

models, features of studies that may influence effect size are
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assumed to be constant (i.e., fixed) across the population

(Hedges, 1994). Therefore, all error variance is attributed

to differences between the samples of participants in any

given study. This is a limitation because it means that the

findings from fixed-effects models should only be general-

ized to studies with identical predictor variables. Conversely,

random-effects models are conducted under the assumption

that the features of studies that influence effect size are ran-

domly sampled from the population. Therefore, error var-

iance is attributed both to the sampling of participants and

to the sampling of predictor variables. This leads to enhanced

generalizability because the results can be extended to stud-

ies beyond those that have identical predictor variables

(Hedges, 1994). A mixed-effects model integrates features

of the fixed- and random-effects models. Specifically,

mixed-effects models are conducted under the assumptions

that predictor variables (or moderators) are fixed across the

population but that some random error variance remains after

accounting for error due to sampling (Lipsey & Wilson,

2001).

CMA uses the QB statistic to test for the significance of

moderator variables. For each condition associated with a

moderator variable, an average effect size (d) and 95% con-

fidence interval (CI), Z score, and QW statistic are reported.

The QW statistic indicates whether there is significant hetero-

geneity of variance in effect sizes within a particular level of

the moderator variable.

Trimming. A trimming procedure was used to examine the

influence that outlier studies had on the pattern of results.

Two separate analyses were performed to exclude the most

extreme 10% and 20% of sampled studies.

Units of Analysis

The unit of analysis (k) in the meta-analysis was either the

independent sample or the statistical test. As explained

below, independent sample was used for all analyses except

for one.

Independent sample as unit of analysis. Whenever a gender

comparison was made for a specific group, it was treated as

an independent sample. In most instances, a single research

report counted as one independent sample. However, some

studies reported effects separately for two or more conditions

that constituted different samples. When this overlap

occurred, the different groups were defined as independent

samples and entered separately into the meta-analysis.

The independent sample was the unit of analysis used to test

for average differences across all studies.

Test as unit of analysis. In some independent samples, more

than one type of tentative language was analyzed. For exam-

ple, one study may have separately tested for gender differ-

ences in tag questions and hedges. Therefore, to examine

operational definition as a moderator, we used the individual

statistical test as the unit of analysis. Consequently,

independent samples with more than one operational def-

inition were represented more than once when computing

the average effect size in this analysis. When testing the

other moderators, however, we averaged the effect sizes

within an independent sample if more than one operational

definition was tested.

Results

Test of Overall Gender Differences

There were 39 independent samples based on a combined

total sample of 3,502 participants. A significant average

effect size of small magnitude indicated that women were

slightly more likely than men to use tentative language,

d ¼ .23, 95% CI ¼ [.13, .32], p < .001. The test for homoge-

neity of variance was significant, QW (38)¼ 62.04, p ¼ .008.

Therefore, testing for moderator variables was warranted.

Trimming outliers. After trimming 10% of the outliers,

the average effect size based on 35 independent samples

(N¼ 3,252) was d¼ .15, 95% CI¼ [.08, .22], p < .001. After

trimming 20% of outliers, the average effect size based on

31 independent samples (N ¼ 3,060) was d ¼ .12, 95%
CI ¼ [.05, .19], p¼ .001. Thus, trimming of 10% or 20% of the

outliers reduced the magnitude of the average effect size.

Removing studies with zero-imputed effect size. As noted

above, some studies with nonsignificant findings did not

include sufficient information to allow for the computation

of an effect size. This occurred for 6 (15%) of the studies

included in our meta-analysis. In these situations, we imputed

zero for the effect size. This conservative strategy may lead to

an underestimation of the effect size. Hence, we also exam-

ined the overall effect without the studies that had imputed

effect sizes. The average effect size based on 33 independent

samples (N¼ 2,970) was d¼ .27, 95% CI¼ [.16, .37], p < .001.

Thus, imputing a zero effect size for six nonsignificant studies

only slightly underestimated the magnitude of the effect size

(i.e., d ¼ .23 versus d ¼ .27). All of the available studies were

therefore used when testing the moderator variables in subse-

quent analyses.

Tests for publication bias. We utilized funnel plot and

trim-and-fill methods to test for publication bias. In the

funnel plot (see Figure 1), the effect size for each study is

plotted as a function of study size (measured by standard

error). Visual inspection of the funnel plot indicates that the

studies included in the present meta-analysis were more or

less evenly distributed around the overall effect size; this pat-

tern suggests that no publication bias was present (Egger,

Davey, Schneider, & Minder, 1997). The trim-and-fill proce-

dure (see Duval & Tweedie, 2000) builds on the information

obtained in the funnel plot by predicting where missing studies

are likely to fall. In this procedure, effect sizes for these missing

studies are estimated; the overall effect size is then recomputed
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using these estimated effect sizes. The trim-and-fill procedure

suggested that no studies were missing from the meta-

analysis. Therefore, we concluded that there was no substantial

evidence for publication bias in our meta-analysis.

Testing Moderators of Gender Differences

Methodological moderators. Operational definition was

tested as a moderator with test as the unit of analysis.

Analyses revealed that operational definition is not a signifi-

cant moderator of gender differences in tentative language.

Results for each operational definition are reported in Table 1.

Other tested methodological moderators were type of

recording, observation length, first author gender, and publi-

cation year. The results for these moderators are summarized

in Table 2. Observation length was a significant moderator of

gender differences in tentative language: Gender differences

were more evident in longer conversations (d ¼ .37) than in

shorter conversations (d ¼ .19). There were no significant

effects associated with first-author gender, publication year,

or type of recording.

Contextual moderators. The results from the tests for the six

contextual moderators are summarized in Table 2. There were

no significant effects associated with participants’ relationship

(strangers vs. familiar), gender composition (same- vs.

mixed-gender), or activity (structured vs. unstructured).

However, student status and setting were both significant

moderators; in addition, group size was a marginally signif-

icant (p ¼ .08) moderator.

For student status, gender differences were more evident

in studies of undergraduates (d ¼ .31) than in studies of other

populations (d ¼ .10). For observational setting, gender dif-

ferences were more evident for studies occurring in a research

lab (d ¼ .27) than for studies occurring in other locations

(d ¼ .09). For group size, gender differences were more

evident in groups (d¼ .43) than in dyads (d¼ .18); moreover,

there was a significant correlation between group size and the

magnitude of the effect, r(37) ¼ .40, p ¼ .026. Finally,

although activity was not a significant moderator, the

average effect size was significant for structured activities

(d¼ .25) but not for unstructured activities (d¼ .09). We con-

ducted follow-up tests to contrast specific types of structured

activities with unstructured activities; however, we found no

significant differences.

Associations among moderators. In order to examine whether

any moderators were confounded with other moderators, we

conducted a series of chi-square tests of independence.

Chi-squares were used instead of correlations because our

moderators were all categorical. Due to the large number of

tests conducted, we set our a at .01 to reduce the likelihood

of Type I error. Results indicated that there were two signif-

icant associations.

First, student status (undergraduate vs. other) and obser-

vational setting (lab vs. other) were significantly related,

w2(1, N¼ 39)¼ 24.92, p < .001. Among the studies sampling

undergraduates (k ¼ 23), all of them occurred in a research

lab setting. Among the studies sampling non-undergraduates

(k ¼ 16), 75% of them occurred in a nonlab setting. Student

status and observational setting were each previously indi-

cated as significant moderators. Hence, one cannot disentangle

the relative effect of each factor.

In addition, the variables of conversation partners (stran-

ger vs. familiar) and length of observation (short vs. long)

were significantly related, w2(1, N ¼ 29) ¼ 7.59, p ¼ .006.

This test was conducted with studies that provided informa-

tion about both observation length and partner familiarity.

Among studies with a short observation length (k ¼ 18), all

of them were based on samples of strangers. Among studies

with a longer observation length (k ¼ 11), 64% were with

strangers (k ¼ 7) and the rest with familiar partners (k ¼ 4).

Among the studies with familiar partners that also indicated

Table 1. Gender Effects on Tentative Speech by Operational
Definition

Operational Definition k N d 95% CI Z QW

General 16 982 .31 [.13, .49] 3.35** 25.64*
Uncertainty 14 1,075 .33 [.17, .50] 3.98*** 22.20*
Hedges 12 1,799 .15 [.02, .29] 2.22* 15.61
Tag Questions 14 1,142 .23 [.07, .39] 2.86** 25.59*
Intensifiers 9 1,155 .38 [.14, .62] 3.12** 23.51**

Note. Operational definition was not a significant moderator of gender differ-
ences in tentative language, QB ¼ 4.25, p ¼ .37. Test was the unit of analysis,
and k refers to the number of relevant tests for each operational definition.
Positive effect sizes indicate a higher mean score for women than men. QW is
a test for homogeneity of variance in effect sizes within a condition for a par-
ticular moderator.
* p < .05. ** p < .01. *** p < .001.
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Figure 1. Effect size (Hedges’s g) as a function of standard error.
N ¼ 39.
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observation length (k ¼ 4), all of them had a long observation

length. Thus, familiarity and observation length were somewhat

confounded. However, only length (and not familiarity) was a

significant moderator of gender differences in tentative speech.

Discussion

The meta-analysis provided support for Lakoff ’s (1973,

1975, 1977) proposal that women are more likely than men

to use tentative speech forms. We considered general defini-

tions for four types of tentative speech: hedges, expressions

of uncertainty, intensifiers, and tag questions. In addition,

we also included a fifth category of studies using a composite

measure of tentative speech. The magnitude of the average

difference across all measures (d ¼ .23) is what Cohen

(1988) considered small but meaningful. However, when

outliers were removed, the average difference fell into the

negligible range (d ¼ .15 with 10% outliers removed).

Table 2. Methodological and Contextual Moderators of Gender Effects on Tentative Language

Moderator k N d 95% CI Z QW QB

Methodological factors
Type of recordinga 2.29

Audio 19 1887 .14 [.04, .24] 2.77** 20.71
Video 17 1120 .30 [.13, .47] 3.38** 33.32**

Observation lengthb 4.97*
1�10 min 18 1970 .19 [.08, .30] 3.30** 21.50
11�75 min 14 760 .37 [.18, .57] 3.72*** 26.80*

First author gender .17
Woman 21 2461 .24 [.11, .38] 3.45** 45.52**
Man 18 1041 .21 [.10, .32] 3.66*** 16.48

Publication year .19
1977�1991 20 1676 .21 [.07, .34] 2.97** 33.23*
1992�2008 19 1826 .25 [.12, .37] 3.75*** 28.57y

Contextual factors
Student status 6.14*

Undergraduates 23 1644 .31 [.17, .44] 4.40*** 41.70**
Other 16 1858 .10 [.01, .19] 2.17* 11.23

Relationshipc .13
Strangers 30 2848 .23 [.12, .34] 4.24*** 51.37**
Familiar 5 174 .18 [�.10, .45] 1.26 4.16

Gender compositiond .41
Same gender 5 209 .37 [�.12, .87] 1.47 12.19*
Mixed gender 20 970 .21 [.10, .32] 3.82*** 13.74
Both 13 2233 .20 [.05, .36] 2.59* 30.73**

Group sizee 2.90y

Dyad 30 1940 .18 [.09, .26] 4.21*** 30.88
Group 8 1562 .43 [.15, .72] 2.99** 21.46**

Observational settingf 5.70*
Lab 27 1552 .28 [.16, .41] 4.53*** 47.19**
Other 12 1562 .09 [�.01, .19] 1.80y 7.47

Activity 2.67
Unstructured 11 651 .09 [�.06, .25] 1.17 7.86
Structured 28 2851 .25 [.14, .36] 4.52*** 52.06**

Note. Independent sample was the unit of analysis, and k refers to the number of relevant independent samples for each condition. Positive effect sizes indicate
a higher mean score for women than men. QB is an overall test of significance for a particular moderator. QW is a test for homogeneity of variance in effect sizes
within a condition for a particular moderator.
a When testing type of recording as a moderator, three samples were excluded because they used on-site observations rather than either audio or video
recordings.
b When testing length, seven samples were excluded because the length of the interaction was not specified.
c When testing relationship, four samples were excluded because either they used both familiar and unfamiliar participants or the familiarity was unclear.
d When testing gender composition, one sample was excluded because the gender composition was unclear.
e When testing group size, one sample was excluded because group size was not specified.
f Student status and observational setting were confounded moderators inasmuch as all studies observing undergraduate students occurred in a research
lab setting.
y p ¼ .08. * p < .05. ** p < .01. *** p < .001.
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Operational definition used by researchers to describe

language was not a significant moderator of gender differ-

ences. Although operational definition did not significantly

moderate effect sizes, there was a range in the magnitude

of effect sizes among the specific types of tentative speech

(d ¼ .15 for hedges, d ¼ .23 for tag questions, d ¼ .33 for

uncertainty, and d ¼ .38 for intensifiers).

One way to consider the magnitude of difference is in the

amount of overlap and nonoverlap between women’s and

men’s distributions (Cohen, 1988). The significant effect

sizes that we observed ranged from approximately .2 to

.4. An effect size of d ¼ .2 reflects 85% overlap (15% non-

overlap). An effect size of d ¼ .4 reflects 73% overlap

(27% nonoverlap). Although these effect sizes indicate mean-

ingful differences, it is worth underscoring the great deal of

overlap in the two genders’ distributions. Recognizing the

degree of overlap is important for two reasons: First, average

gender differences in communication style are often exagger-

ated; and, second, highlighting any average gender difference

can perpetuate an essentialist view of women and men as

fundamentally different (see Crawford, 1995; O’Barr &

Atkins, 1980; Smith, 1985). For the vast majority of women

and men in the sampled studies, there was much more overlap

than difference in the use of tentative speech. Furthermore,

as Hyde (2005) highlighted in her review of various

meta-analyses testing for gender differences, such overlap

is common for most social behaviors.

Besides operational definition, we tested first-author gen-

der, publication year, type of recording, and observation

length as potential methodological moderators of gender

differences in tentative speech. Author gender was tested as

a check for possible gender bias (e.g., see Eagly & Carli,

1981). None was indicated. With regard to publication

year, we hypothesized that average gender differences in

tentative speech would be less likely in more recent

studies. This prediction was based on Twenge’s (2001)

meta-analysis, which indicated that gender differences in

self-reported assertiveness had declined during recent

decades. However, contrary to expectations, this modera-

tor variable was not significant in our meta-analysis. As dis-

cussed later, tentative language may reflect interpersonal

sensitivity more than lack of assertiveness; if so, then cultural

changes in women’s assertiveness may be less apparent with

regard to these speech forms.

Length of observation was a significant moderator. Larger

differences were associated with longer observation periods

(11 or more min). This finding suggests that very brief

periods of observation may not be sufficiently sensitive to

detect certain aspects of people’s communication style. We

hypothesized that type of recording might have an analogous

effect with video recording being more sensitive (i.e., more

likely to detect significant effects) than audio recording.

However, the two methods were not significantly different,

which may mean that the recording method is less relevant

when examining speech behavior.

The contextual moderators offer a more interesting way of

understanding observed gender differences in tentative

speech. One potentially revealing moderator is the gender

composition of the interaction partners. According to

Lakoff ’s (1973, 1975, 1977) original proposal, gender differ-

ences in tentative speech reflect women’s subordinate status

relative to men; that is, tentative speech is used to downplay

power in a social interaction. If this interpretation was cor-

rect, we would expect a larger gender difference during

mixed-gender than same-gender interactions. For example,

Leaper and Ayres (2007) found that gender differences in

talkativeness were larger in mixed-gender than same-gender

interactions; they suggested this difference lends support to

previous proposals that some men use speech to dominate

women in conversation. In the present meta-analysis, how-

ever, we did not find support for this explanation of gender

differences in tentative speech. If anything, the magnitude

of gender difference was slightly (but not significantly) larger

during same-gender (d ¼ .37) than mixed-gender (d ¼ .21)

interactions. This pattern lends support to an alternative

interpretation regarding the meaning of tentative speech.

Rather than reflecting lower power and status, tentative

speech can function to express interpersonal sensitivity

(McMillan et al., 1977). When a speaker softens an assertion

through the use of a qualifier or a tag question, she or he is

seeking the listener’s consent and involvement. For example,

a tag question explicitly invites the listener to respond. Inter-

personal sensitivity is generally emphasized more during

girls’ than boys’ gender socialization (Leaper & Friedman,

2007). The social norm emphasizing interpersonal sensitivity

among girls and women is not mutually exclusive with insti-

tutionalized male dominance. To the extent that women and

girls hold a more subordinate status in society, they learn it

is important to be sensitive to interpersonal cues (Henley,

2001). These alternative functions for tentative speech may

explain why we did not see a significant difference between

same-gender and mixed-gender interactions. That is, gender-

typed social norms for interpersonal sensitivity may be salient

in women’s same-gender interactions, whereas male domi-

nance may occur in cross-gender interactions. Thus, there may

be different reasons for average gender differences in some

social behaviors operating in same-gender and mixed-gender

interactions. We encourage researchers to explore these

speculations in future studies.

Group size was a marginally significant moderator of gender

differences in tentative speech. There was a negligible effect size

during dyadic interactions (d ¼ .18), but a small-to-moderate

effect size during group interactions (d¼ .43). In general, indi-

viduals are more likely to treat one another as equals in dyadic

thangroup interactions; therefore, gender differences in interper-

sonal sensitivity may be reduced in dyadic contexts. Group

interactions, however, are more likely to elicit competition for

people’s attention and viewpoints (Leaper & Ayres, 2007).

Accordingly, gender differences in interpersonal sensitivity may

be more likely to emerge in more competitive settings.
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When activity was taken into account, there was not a

significant difference between structured (d ¼ .25) and

unstructured (d¼ .09) activities—although the average effect

was significant during the former but not the latter condition.

This finding contradicts the contextual model that the type of

activity mediates gender differences in social behavior.

For example, according to this model, women may use more

affiliative speech forms because they are more likely to

discuss personal matters, whereas men may be more likely

to use more assertive speech forms because they engage in

more task-oriented activities (Hall & Mast, 2008). Rather

than seeing significantly larger effect sizes in the unstruc-

tured than structured condition, the trend was in the other

direction: Effect sizes were slightly larger in the structured

context (see Leaper & Ayres, 2007, for a similar pattern

regarding average gender differences in assertive speech).

The structured activities in most of the sampled studies com-

prised assigned instrumental tasks such as debating issues,

negotiating plans, or solving a puzzle. These are relatively

masculine gender-typed contexts that may have made gender

roles more salient for the participants. Thus, some men’s

desire to establish their authority may have superseded their

concerns with interpersonal sensitivity. Conversely, some

women may have interpreted these activities as requiring coop-

eration and interpersonal sensitivity. This supposition requires

testing in future research (see Palomares, 2009). One approach

is to consider if and how interpersonal goals mediate gender

differences in communication style (see Burleson, 2002;

Palomares, 2009; Strough & Berg, 2000).

Self-presentation is one kind of interpersonal goal that

may underlie gender-related variations in the use of tentative

speech. In this regard, researchers find that self-presentational

concerns tend to be heightened in unfamiliar situations.

When this occurs, people sometimes rely on gender-role

stereotypes to guide their behavior (Deaux & Major, 1987).

Contrary to the self-presentation model, we did not uncover

a difference between studies of strangers and familiar

persons. This absence of an effect may have been due to the

small number of samples (k¼ 5) looking at familiar partners.

Other contextual moderators, however, indicated support for

the possible influence of self-presentation. These included

group size and observational setting. Larger gender differ-

ences in tentative speech occurred during group (d ¼ .43)

than during dyadic (d ¼ .18) interactions as well as in

research labs (d ¼ .28) than in other settings (d ¼ .09).

As Deaux and Major (1987) reviewed, greater uncertainty

and corresponding concerns with self-presentation tend to

occur in larger groups. Also, similar concerns are more likely

in unfamiliar settings, and a research laboratory is an unusual

context for a conversation.

We also detected larger differences among studies sam-

pling undergraduate students (d¼ .31) than other populations

(d ¼ .10). On one hand, this result is surprising because one

might expect college students to be relatively egalitarian in

their gender roles and behavior. On the other hand, young

adults may be especially concerned with self-presentational

concerns because they are exploring their identities and look-

ing to others for validation. The latter pattern may decline

during the course of adulthood (Eaton, Mitchell, & Jolley,

1991), which may partly explain why average effect sizes

were smaller in older noncollege samples. Another point to

consider is that undergraduate samples were exclusively

observed in research lab settings. Hence, the unfamiliar lab

setting may have further accentuated—or possibly accounted

for—the greater likelihood of gender differences in tentative

speech among undergraduates than other nonstudents.

Turning to the limitations of our study, the kinds of

analyses that we could conduct were constrained by the num-

ber of available studies. First, the moderators that we could

test were limited to those included in the various studies.

Some potentially interesting moderators such as ethnicity,

culture, or socioeconomic status could not be examined

because these factors have not been tested and did not vary

sufficiently across studies. A related limitation was that we

were not able to differentiate more specifically among

different levels or conditions of our moderator variables.

For example, our analysis of relationship type was limited

to strangers versus familiar persons. If there were several

more relevant studies, it might be revealing to compare

friends, dating partners, spouses, and coworkers. Also, as

discussed earlier, the types of assigned activities in the

studies were mostly task-oriented and did not include self-

disclosure or other more feminine-stereotyped situations (see

Leaper & Ayres, 2007, for possible examples regarding other

speech behaviors). Finally, we were not able to consider pos-

sible interaction effects among multiple moderator variables.

Despite the aforementioned limitations, we believe our

meta-analysis makes a useful contribution to our understand-

ing of gender-related variations in language. We built on

prior narrative reviews of the research literature addressing

Lakoff ’s (1975, 1977) proposals regarding so-called women’s

language (e.g., Aries, 1996; Crawford, 1995; LaFrance,

2001). Through our use of quantitative meta-analysis, we

found support for Lakoff ’s hypothesis that women are more

likely than men to use tentative speech. The moderator effects

are viewed as compatible with the proposal that tentative

speech reflects interpersonal sensitivity rather than a lack

of assertiveness. In addition, we highlighted the importance

of self-presentational concerns.

The average gender difference in tentative language was

statistically significant, although the magnitude of the effect

was small. Small effects can have important consequences

when they are sustained over long periods of time (see

Abelson, 1985; Eagly, 1995). There is evidence suggesting

that the use of some tentative speech forms may be stable for

speakers (Bradac, Mulac, & Thompson, 1995). If some

women use tentative speech at slightly higher rates than most

men, then this may make a difference in how these women

affect their listeners. Relative to those who almost never use

tentative speech, these women may be viewed as being either
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polite or unassertive. Furthermore, perceptions of tentative

speech as reflecting either interpersonal sensitivity or power-

lessness may vary according to the listener’s gender—with

women more likely to interpret tentative speech as a sign of

interpersonal sensitivity and men more likely to view it as a

lack of assertiveness (e.g., Mulac et al., 1998). These differ-

ing interpretations may contribute to miscommunication,

power asymmetries, and relationship dissatisfaction in

cross-gender interactions. The effect may be compounded

when there are other average gender differences in communi-

cation style (e.g., Leaper & Ayres, 2007).

Whereas a small average gender difference in tentative

language may be meaningful in some social interactions and

relationships, it is important to reiterate that there was not a

pervasive gender difference. A great deal of overlap occurred

between women and men in their uses of tentative speech.

This means that many men used tentative speech with equal

or even greater frequency than did the average woman.

Furthermore, the likelihood of a significant gender difference

in tentative language was context-dependent. As the modera-

tor analyses revealed, there was a small gender difference in

some situations, whereas there was a negligible difference in

other contexts. Our meta-analysis supports the view that

women and men are more similar than different (Hyde,

2005). Accordingly, tentative speech should be viewed as

both women’s and men’s language.
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Appendix

Study Characteristics for Tentative Language by Statistical Test

Author and Year N (w) N (m) Stat Value d
Op
Def

Author
Gender

Obs
Length Record Sample Relation

Gender
Comp Size Setting Activity

Bradac et al. (1995) a 58 58 t ¼ 3.27 .61 IN M 10 A UG Str Both 2 Lab Strx
Bradac et al. (1995) b 58 58 t ¼ 3.58 .67 HE M 10 A UG Str Both 2 Lab Strx
Brouwer, Gerritsen, and

DeHaan (1979)
309 278 p ¼ .049 .07 UN W 3 A Oth Str Both 2 Oth Strx

Carli (1990) a1 30 30 p ¼ 1 0 GEN W 10 V UG Str SG 2 Lab Strx
Carli (1990) a2 30 30 p ¼ 1 0 UN W 10 V UG Str SG 2 Lab Strx
Carli (1990) a3 30 30 p ¼ 1 0 HE W 10 V UG Str SG 2 Lab Strx
Carli (1990) a4 30 30 p ¼ 1 0 TQ W 10 V UG Str SG 2 Lab Strx
Carli (1990) a5 30 30 t ¼ 2.21 .57 IN W 10 V UG Str SG 2 Lab Strx
Carli (1990) b1 58 58 t ¼ 4.42 .58 GEN W 10 V UG Str MG 2 Lab Strx
Carli (1990) b2 58 58 t ¼ 4.36 .57 UN W 10 V UG Str MG 2 Lab Strx
Carli (1990) b3 58 58 t ¼ 2.83 .37 TQ W 10 V UG Str MG 2 Lab Strx
Carli (1990) b4 58 58 t ¼ 2.83 .31 HE W 10 V UG Str MG 2 Lab Strx
Carli (1990) b5 58 58 p ¼ 1 0 IN W 10 V UG Str MG 2 Lab Strx
Case (1988) a 5 5 p ¼ .09 .63 UN W 45 V Oth Oth MG 10 Oth Strx
Case (1988) b 5 5 p ¼ .09 .63 TQ W 45 V Oth Oth MG 10 Oth Strx
Crosby and Nyquist (1977)

(Study 1)
16 16 t ¼ 1.96 .69 GEN W 12 A UG Oth SG 2 Lab Strx

Crosby and Nyquist (1977)
(Study 2)

90 107 p ¼ 1 0 GEN W 1 O Oth Str MG 2 Oth Strx

Crosby and Nyquist (1977)
(Study 3)

309 278 F ¼ .41 .43 GEN W 2 O Oth Str Oth 2 Oth Strx

Crosby, Jose, and Wong-
McCarthy (1981)

48 48 p ¼ 1 0 GEN W 6 A UG Str MG 2 Lab Strx

Dixon and Foster (1997) 54 50 F ¼ .48 �.14 HE M 6 V UG Str Both 2 Lab Strx
Grob, Meyers, and Schuh

(1997) a
44 20 w2 ¼ 4.73 .61 UN W n/a V UG Str MG 5 Lab Strx
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Appendix (continued)

Author and Year N (w) N (m) Stat Value d
Op
Def

Author
Gender

Obs
Length Record Sample Relation

Gender
Comp Size Setting Activity

Grob et al. (1997) b 44 20 w2 ¼ 3.58 .53 HE W n/a V UG Str MG 5 Lab Strx
Grob et al. (1997) c 44 20 w2 ¼ 1.08 .28 TQ W n/a V UG Str MG 5 Lab Strx
Hannah and Murachver (2007) 24 24 p ¼ 1 0 TQ F 8 A Oth Str MG 2 Oth Unst
Hladik and Edwards (1984) 10 10 M & SD �.05 TQ W 30 A Oth Oth MG 3 Oth Strx
Johnson (1994) 71 70 p ¼ .05 0 UN W 10 V UG Str Both 3 Lab Strx
Johnson, Funk, and Clay-Warner

(1998)
40 40 M & SD .95 GEN W 11 V UG Str SG 4 Lab Strx

Kollock, Blumstein, and
Schwartz (1985)

15 15 p ¼ 1 0 TQ M n/a A Oth Oth MG 2 Oth Strx

Makay (1993) a 66 66 F ¼ .28 �.02 TQ M 10 V UG Str MG 2 Lab Strx
Makay (1993) b 66 66 F ¼ 2.58 .43 GEN M 10 V UG Str MG 2 Lab Strx
Martin and Craig (1983) 20 20 F ¼ 4.46 .67 UN W 4 V UG Str Both 2 Lab Unst
McFayden (1996) a 103 105 M & SD .24 HE W 15 A Oth Str Both 2 Lab Strx
McFayden (1996) b 103 105 M & SD 0 UN W 15 A Oth Str Both 2 Lab Strx
McFayden (1996) c 103 105 F ¼ 6.0 .34 TQ W 15 A Oth Str Both 2 Lab Strx
McMillan, Clifton, McGrath, and

Gale (1977) a
61 37 t ¼ 3.98 .99 UN W 30 V UG Str Both 6 Lab Strx

McMillan et al. (1977) b 61 37 t ¼ 4.94 1.03 TQ W 30 V UG Str Both 6 Lab Strx
McMillan et al. (1977) c 61 37 t ¼ 5.29 1.10 IN W 30 V UG Str Both 6 Lab Strx
McMullen, Vernon, and Murton

(1995)
17 17 t ¼ �.126 �.14 TQ W 30 V Oth Oth MG 2 Oth Unst

Moore, Shaffer, Goodsell, and
Baringoldz (1983) a

20 20 F ¼ 2.56 �.38 UN M n/a A UG Str Both 2 Lab Strx

Moore et al. (1983) b 20 20 p ¼ 1 0 TQ M n/a A UG Str Both 2 Lab Strx
Mulac, Wiemann, Widenmann,

and Gibson (1988) a1
12 12 M & SD .43 UN M 20 A UG Str SG 2 Lab Strx

Mulac et al. (1988) a2 12 12 M & SD .29 HE M 20 A UG Str SG 2 Lab Strx
Mulac et al. (1988) a3 12 12 M & SD .29 IN M 20 A UG Str SG 2 Lab Strx
Mulac et al. (1988) b1 24 24 M & SD .05 UN M 20 A UG Str MG 2 Lab Strx
Mulac et al. (1988) b2 24 24 M & SD �.34 HE M 20 A UG Str MG 2 Lab Strx
Mulac et al. (1988) b3 24 24 M & SD .48 IN M 20 A UG Str MG 2 Lab Strx
Mulac, Seibold, and Farris

(2000) a
36 50 F ¼ .91 .20 IN M 3 A Oth Str Both 2 Lab Strx

Mulac et al. (2000) b 36 50 F ¼ .81 .19 HE M 3 A Oth Str Both 2 Lab Strx
Precht (2008) 183 183 F ¼ 0 0 HE F n/a A Oth Oth Both n/a Oth Unst
Reid, Keerie, and Palomares

(2003) a
21 21 F ¼ 7.83 .61 GEN M 10 V UG Str MG 2 Lab Strx

Reid et al. (2003) b 21 21 F ¼ .11 .07 GEN M 10 V UG Str MG 2 Lab Strx
Rubin and Nelson (1983) 20 20 p ¼ 1 0 GEN M n/a A Oth Str Both 2 Lab Strx
Sayers and Sherblom (1987) 11 11 t ¼ .21 .09 UN W n/a V Oth Str MG 2 Oth Unst
Smeltzer and Watson (1986) a 36 36 w2 ¼ 10.70 .34 UN M 75 V Oth Oth 2 4 Oth Strx
Smeltzer and Watson (1986) b 36 36 w2 ¼ 0.12 �.06 TQ M 75 V Oth Oth 2 4 Oth Strx
Stiles et al. (1997)

(Study 1)
19 19 t ¼ .65 .15 GEN M 6 V UG Str MG 2 Lab Unst

Stiles et al. (1997)
(Study 2a)

7 6 t ¼ �.41 �.23 GEN M 5 V UG Str SG 2 Lab Unst

Stiles et al. (1997) (Study 2b) 11 11 t ¼ 1.43 .43 GEN M 5 V UG Str MG 2 Lab Unst
Stiles et al. (1997) (Study 3a) 12 12 t ¼ 2 .58 GEN M 30 A Oth Oth MG 2 Lab Unst
Stiles et al. (1997) (Study 3b) 12 12 t ¼ 1.14 .33 GEN M 30 A Oth Str MG 2 Lab Unst
Stiles et al. (1997) (Study 4) 33 33 t ¼ 2.63 .46 GEN M 15 A UG Oth MG 2 Lab Strx
Whitney (1991) a 10 10 M & SD 0 HE W 15 A UG Str MG 2 Lab Strx
Whitney (1991) b 10 10 M & SD 0 IN W 15 A UG Str MG 2 Lab Strx

Note. n/a ¼ information not available; N (w) ¼ number of women; N (m) ¼ number of men; Stat value ¼ statistical value; M & SD ¼ effect size computed
from reported means and standard deviations; d ¼ aggregate effect size; Op def ¼ operational definition; GEN ¼ general tentative language; UN ¼
expressions of uncertainty (disclaimers or qualifiers); HE ¼ hedges; TQ ¼ tag questions; IN ¼ intensifiers; author gender ¼ first author’s gender;
W ¼ woman; M ¼ man; Obs length ¼ length of observation (in minutes); Record ¼ method of recording interaction; A ¼ audiotape only; V ¼ video-
tape; O ¼ on-spot observations only; Sample ¼ type of population sampled; UG ¼ undergraduate students; Oth ¼ other; Relation ¼ relationship
between participants; Str ¼ strangers; Oth ¼ other; Gender Comp ¼ gender composition of dyad or group; SG ¼ same gender; MG ¼ mixed
gender; both ¼ same gender and mixed gender combined; Oth ¼ other; Size ¼ group size (number of participants observed interacting together); Setting
¼ observational setting (lab or other); Activity ¼ type of activity observed; Unst ¼ unstructured; Strx ¼ structured task or assigned conversational topic.
Entries in Author and Year with different alphabetical subscripts refer to reports that included different samples, conditions, or measures of tentative
speech. Entries with different alphabetical and numerical subscripts refer to different samples/conditions that additionally tested more than one measure
of tentative speech.
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